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Abstract 

When the reproduction law of a discrete branching process preserving the total 
size N of a population is ‘balanced’, scaling limits of the forward and backward 
in time processes are known to be the Wright-Fisher diffusion and the   
Kingman coalescent. 

When the reproduction law is ‘unbalanced’, depending on extreme reproduction 
events occurring either occasionally or systematically, then various forward  
and backward jump processes, either in continuous time or in discrete time 
arise as scaling limits in the large N limit. This is in sharp contrast with 
diffusion limits, whose sample paths are continuous. We study some aspects of 
these limiting jump processes both forward and backward, especially the 
discrete-time ones. In the forward in time approach, because the absorbing 
boundaries are not hit in finite time, the analysis of the models together with 
the conclusions, which can be drawn deviate significantly from the ones 
available in the diffusion context. 
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1. Introduction 

The discrete Wright-Fisher (WF) model for bi-allelic haploid dynamics 
(and its diffusion limit) is at the heart of theoretical population genetics 
(see [28], [5], [26], [12], and [10] for instance). It describes the temporal 
evolution of the number of type 1 (allele 1) individuals in generation t 
among a population of fixed size N, subject to exchangeable reproduction 
laws. When the reproduction law of individuals is ‘balanced’ in some 
sense made precise, an appropriate space-time scaling gives rise in the 
large N limit to the WF diffusion model. When looking at the genealogy of 
this process backward in time, upon scaling time only, the Kingman 
coalescent pops in, see [23]. The Wright-Fisher diffusion and the 
Kingman coalescent in continuous time are dual processes in some sense. 
The WF diffusion on the unit interval is a transient martingale, which 
hits the boundaries { }1,0  in finite time. It belongs to a class of well-

studied one-dimensional absorbed diffusion process on an interval, see 
[25]. In this one-dimensional diffusion context (possibly with additional 
drifts killing the martingale property), it is of common use to study 
various positive additive functionals ( )xα  of the process started at x, the 

expected time to absorption being one of them. The Green function 
( ),, yxg  which is the expected local time of the process at y given it 

started at x is another one, which is the most important, as any ( )xα  can 

be expressed in terms of an integral against .g  It is also of interest to look 

at, say, the WF diffusion process conditioned on its non-absorption (whose 
limit law is the uniform Yaglom quasi-stationary distribution). Thanks to 
known spectral information on the WF diffusion, this program can be 
achieved, to a large extent. It makes use of the well-known fact that the 
Kolmogorov backward and forward elliptic generators of the WF diffusion 
have a purely discrete (atomic) spectrum. 

Then some other questions pertaining to conditionings become relevant: 
What is the WF diffusion conditioned on extinction or fixation, for 
instance? or what is the WF diffusion conditioned on being killed when it 
quits some state y for the last time? It turns out that the tool needed to 
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formulate and understand these questions is the Doob transform, based 
on various (super)-harmonic additive functionals .α  The Doob transforms 
allow to modify the sample paths yx →  of the original process while 
favouring large values of the ratio ( ) ( ).xy αα  The transformed process is 

obtained from the original one while adding a drift term to it and while 
possibly killing the drifted new diffusion at some additional killing rate. 
It gives rise to a large number of questions of interest in population 
genetics, such as the expected fixation time of a WF diffusion conditioned 
on fixation or the age of a mutant currently observed at some frequency y, 
or the Yaglom limits of the transformed process conditioned on its current 
survival. To answer such questions, it is relevant to consider the 
evaluation of additive functionals for the transformed process. We 
develop and illustrate some of these ideas in the (WF) diffusion context 
and we refer to [14] for additional examples and details. 

When dealing with discrete (size N) Markov models with ‘unbalanced’ 
reproduction laws, the point of view turns out to be quite different. By 
‘unbalanced’, we mean that one individual in the discrete model is 
allowed to give birth to a ‘significant’ number of individuals among the N 
possible ones of the next generation, the others adapting their 
descendance so as to fulfill the global conservation of the total number N. 
It turns out that there are two possible ‘unbalanced’ models with such 
extreme reproduction events: One is occasional extreme events and the 
other is systematic extreme events, when the very productive individual 
produces a random fraction U of the whole population at each step. When 
the reproduction law is ‘unbalanced’, depending on extreme reproduction 
events occurring occasionally or systematically, then various forward and 
backward jump processes, either in continuous time or in discrete time 
arise as scaling limits in the large N limit. We give some details. When 
running time backward, it was shown in [17] (developing some ideas first 
discussed in [7]), that these limiting processes were continuous and 
discrete-time scoalescent-Λ  [32], respectively. We give some additional 

information on these processes, especially in the discrete-time case. All 
scaled processes depend on the measure .Λ  
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We will also consider the forward in time scaled jump processes on 
the unit interval. Due to extreme events, the scaled processes are no 
longer of diffusion kind with continuous sample paths, rather they are 
jump processes on the interval. We shall mainly focus on the discrete-
time version (arising then when systematic extreme events occur). In this 
latter case, we show that such processes are again transient, but that in 
sharp contrast with the WF diffusion, the time to absorption occurs in 
infinite time, with probability 1. There is indeed a positive probability 
that this motion only makes move to the right or to the left, so that there 
is a positive probability never to visit a neighbourhood of y starting from 
any x inside the interval: Such processes are thus transient for any choice 
of the measure .Λ  They eventually end up their life at either boundaries. 
The scaled forward process in discrete time depends on this measure Λ  
in the following way: The very productive individual produces a random 

fraction U of the whole population and the law of U is ( ).2 duu Λ−  

In the last section, we study in some detail the particular scaled 
discrete-time forward process when U is assumed uniform. We call it the 
special case and because of its ‘simplicity’, the analysis can be carried out. 
We give its Kolmogorov backward Fredholm generator L and its adjoint 

.∗L  Because, we deal here with a jump process, the generators are no 
longer local second-order differential ones (as in the diffusion case), 
rather they are integral Fredholm operators of a special singular kind. 
We investigate some of their spectral properties. The operator L is not 
compact and it has now a point spectrum, which is a whole closed sub-
disk of the unit disk. However, L leaves invariant some polynomials 
associated to a discrete real subset of the point spectrum, akin to the 
eigenvalues of the transition matrix of its associated discrete-time 
limiting coalescent. As for its WF diffusion process counterpart, the Green 
function is a key quantity to evaluate additive functionals of the new 
process under study. We compute it and give some examples of 
applications. Then, following the path borrowed in the WF diffusion 
context, we investigate the questions of conditionings via Doob transform 
in the context of the special process. Finally, we address the questions of 
integrating drifts either due to mutation or selection, deviating thereby 
from neutrality. 
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2. The Wright-Fisher and Related Models 

In this section, we briefly review some basic facts concerning the 
Wright-Fisher (WF) diffusion as a scaling limit of ‘balanced’ reproduction 
laws as the size of the population goes to infinity. 

2.1. The neutral Wright-Fisher model 

We first consider a discrete-time Galton-Watson branching process 
preserving the total number of individuals at each generation. It can be 
defined as follows. Start with a population of N individuals at generation 
0. Each individual can then give birth to a random number nξ  of 

individuals, ,,,1 Nn …=  where the sξ  are mutually independent and 

identically distributed (iid). Because a parent dies in the process of giving 
birth, we can interpret the event 0=ξn  as the death of individual n. In 

order to fulfill the requirement that the population size remains constant 
over time, we can assume a conditional Cannings reproduction law (see 
[3], [4]), that is: The first-generation random offspring numbers is 

( ),,,: 1 Nνν …=ν  whose law is obtained as ( ),,,1 NnN =ξξξ= ∑…ν  

while conditioning N iid random variables on summing to N (we will come 
back later to the notion of a Cannings model for ν  while considering a 
very different class). Subsequent iterations of this reproduction law are 
applied independently. Would the sξ  be Poisson-distributed, for example, 

regardless of their common means, ν  would have the joint exchangeable 
polynomial distribution on the simplex ,: N=i  where ( )Nkk ,,: 1 …=i  

( ) .
!

!

1 n
N

n

N
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NN

∏ =

−⋅
== iP ν  (1) 

Let ( )( )nx N
t  denote the offspring number of the n first individuals at 

discrete generation 0N∈t  corresponding to (say) allele 1A  or type 1 

individuals. ( )( )nxN N
t−  is therefore the offspring number at t of the 
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nN −  type 2 original individuals1. ( )( )nx N
t  is a discrete-time 

homogeneous Markov chain on { }N,,0 …  with transition probability 

( ),1 ji =++ νν …P  so when the sξ  are Poisson, with 
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The discrete Wright-Fisher process ( )N
tx  clearly is a martingale with 

absorbing states { },,0 N  which are being hit in finite time with probability 1. 

With ( ) ( )pNpNB d ,bin~,  a binomial random variable (r.v.), the 

dynamics of ( )N
tx  is 

( )
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Let  Nxn =  for some ( ).1,0∈x  The dynamics of the continuous 

space-time re-scaled process 
 
( )  ( ) +∈ RtNNxx N
Nt ,  can be approximated 

for large N, to the leading term in ,1−N  by a Wright-Fisher-Itô diffusion 
on [ ]1,0  driven by standard Brownian motion tw  (the random genetic 

drift) 

( ) ,,1 0 xxdwxxdx tttt =−=  (2) 

where tx  is the diffusion martingale approximation of the offspring 

frequency at generation  Nt  (the integral part of Nt) when the initial 

                                                      
1 This model and its forthcoming Wright-Fisher scaling limit typically accounts for the 
intrinsic temporal fluctuations of the one allele count or frequency in a simple bi-allelic 
population. Recently, see [1], an interesting political interpretation of this model was given 
in terms of the bi-partition of some population with respect to two political beliefs. 
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frequency is x. In the scaling limit process, time t is thus measured in 
units of N. The global stopping time of ( )xxt  is ,1,0, xxx τττ =  where 

0,xτ  is the extinction time and 1,xτ  is the fixation time of tx  when the 

process starts in x. The boundaries of tx  are absorbing and they are hit in 

finite time with probability 1. 

This well-known result (see [10], for example), which is valid when 
the reproduction law ν  is built from s,ξ  which are iid Poisson 

distributed, extends to a much larger class of ν  also obtained from 
conditioning N iid discrete random variables ξ  on summing to N. The 

only difference is that the time scaling should be  tNe  with NNe ρ=  

instead of simply N, for some 0>ρ  with possibly 1≠ρ  (see [16] and 

[15], Theorem 3.2). Note that these models for ν  are balanced in that 
there is no individual, whose offspring number is statistically different 
from the one of the others. 

Let us now briefly mention some basic facts if one looks at this 
process backward in time. The latter discrete space-time process can be 
extended while assuming that .Z∈t  Take then a sub-sample of size n 
from [ ] { }NN ,,1: …=  at generation 0. Identify two individuals from [ ]n  

at each step, if they share a common ancestor one generation backward in 
time. This defines an equivalence relation between two individuals from 
[ ].n  It is of interest to study the induced ancestral backward count 

process. Let then l ( ) l ( )
( )

N N
t tx x n=  count the number of ancestors at 

generation ,N∈t  backward in time, starting from l ( )
0 .
N

x n N= ≤  This 

backward counting process is again a discrete-time Markov chain (with 

state-space { }N,,1 … ), whose lower-triangular transition matrix l ( )
,
N

i jP  

can easily be written down under our assumptions on .ν  The process 

l ( )N
tx  thus shrinks by random amounts till it hits 1, which is an absorbing 

state. Of particular interest in l ( )
,
N

i jP  is the coalescence probability 
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l ( )
2,1: 1 / .
N

N ec P N= =  It is the probability that two individuals chosen at 

random from some generation have a common parent. The probability 

l ( )
3,1:
N

Nd P=  that 3 individuals chosen at random from some generation 

share a common parent is also relevant. For scaling limits ,∞→N  
whether 0→Nc  or not and whether triple mergers are asymptotically 

negligible compared to double ones ( )0→
N
N

c
d  or not ( )0→/

N
N

c
d  is 

important, [33]. Under our assumptions on ,ν  both 0→Nc  and 

,0→
N
N

c
d  leading to the well-known conclusion that as ∞→N  

l ( )
( ) l l/ 0, , ,

N

N
t c tx n x x n t +   → = ∈D R  

where ltx  is the continuous-time Kingman coalescent [23]. This process is 

a Markov one with semi-infinite lower-triangular rate matrix: l , 1i iQ − =  

( ) l ( ),
1 11 , 1 ,2 2i ii i Q i i− − = −  and l , 0i jQ =  if { }.,1 iij −≠  The effective 

population size Ne cN 1:=  fixes the time scale of the time-scaled 

process l .tx  For the Kingman coalescent tree, only binary collisions 

(mergers) can occur and never simultaneously. Of interest, among other 
things on this coalescent, are the time to most recent common ancestor: 
� ( l l ),1 0: inf : 1 ,n tt x x n+= ∈ = =τ R  the length of the coalescent tree, the 

number of collisions till � ,1n "τ (see [34] for the computation of the law of 

these variables and various asymptotics as ∞→n ). 

The scaled continuous-time Wright-Fisher and Kingman processes 
are well-known to be dual with respect to one another in the sense that 
(see [30] and [14], for example) 

( ) l ( ) [ ], for all , , 0, 1 .txn
x t nx x n t x+ +

 = ∈ × ∈ 
 

N RE E  (3) 
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For instance, from the knowledge of the n-th moment of tx  started at x, 

one can obtain the probability generating function (pgf) ltx
n x  
 

E  of ltx  

started at l0 .x n=  

2.2. Non-neutral cases 

The neutral case accounts for the so-called random genetic ‘drift’. The 
presence of additional evolutionary ‘forces’ results typically in adding to 
the SDE (4) a true (non-random) drift. The two alleles Wright-Fisher 
models (with non-null drifts) have binomial transition probabilities 
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where 

( ) ( ) ( ),1,01,0: →∈xxpN  

is some state-dependent probability different from the identity x: This 
continuous mapping accounts for a deterministic evolutionary drift from 
allele 1A  to allele 2A  due to external evolutionary forces. For each t, we 

thus have 
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and the martingale property is lost. ( )( )nx N
t  is also amenable to a 

diffusion approximation tx  as the scaling limit of 
 
( ) ( ) +∈ RtNnx N
Nt ,  

under suitable conditions on ( ).xpN  

(i) Take for instance ( ) ( ) ( ),11 ,1,2 xxxp NNN −π+π−=  where 

( )NN ,2,1 , ππ  are small (N-dependent) mutation probabilities from 2A  to 1A  
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(respectively, 1A  to 2A ). Assuming ( ) ( ),,, 21,2,1 uuNN
NNN ∞→
→π⋅π⋅  

this leads after scaling to a Wright-Fisher diffusion model with an 
additional drift: ( ) ( ) ,211 xuuuxf +−=  involving positive mutations 

rates ( )., 21 uu  Thus, the Wright-Fisher diffusion with mutations is 

( ( ) ) ( ) .,1 0211 xxdwxxdtxuuudx ttttt =−++−=  

(ii) Taking 

( )
( )

( ) ,11
1

,2,1

,1
xsxs

xs
xp

NN

N
N −++

+
=  

where 0, >Nsi  are small N-dependent selection parameter satisfying 

,2,1,0, =>σ→⋅
∞→

isN iNNi  leads, after scaling, to the WF model with 

selective logistic drift ( ) ( ).1 xxxf −σ=  Here 21: σ−σ=σ  is the selective 

advantage of allele 1A  over allele .2A  The drift term ( )xf  is a large N 

approximation of the bias to neutrality: ( ( ) ).xxpN N −  The Wright-

Fisher diffusion with selection is 

( ) ( ) ,11 tttttt dwxxdtxxdx −+−σ=  (4) 

with time t measured in units of N. 

Like the neutral Wright-Fisher diffusion, (4) has two absorbing 
barriers. It tends to drift to the boundary { }1  (respectively { }0 ), if allele 

1A  is selectively advantageous over 212 : σ>σA  (respectively, 21 σ<σ ) 

: if 0>σ  (respectively 0<σ ), the fixation probability at { },1  which is 

known to be [21] 

( ) ,
1
1

2

2
0,1, σ−

σ−

−

−=<
e
e x

xx ττP  

increases (decreases) with σ  taking larger (smaller) values. 
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3. Diffusions on [ ]1,0  

From now on, we discuss some general facts about diffusion processes 
on the unit interval, the Wright-Fisher diffusion process (either neutral 
or with various drifts) being one of them that one should keep in the 
background. 

3.1. Kolmogorov backward equation 

Let tw  denote the standard Brownian motion. Consider the Itô 

diffusion process on [ ]1,0  

( ) ( ) ( ),1,0, 0 ∈=+= xxdwxgdtxfdx tttt  (5) 

where we assume ( ) ( ) 010 == gg  (see [25]). The Kolmogorov-backward 

(KB) infinitesimal generator of (5) is 

( ) ( ) .2
1 22

xx xgxfG ∂+∂=  

The quantity ( ) ( )xtxvtxuu τ/== E,:  satisfies Kolmogorov-backward 

equation (KBE) 

( ) ( ) ( ).0,; xvxuuGut /==∂  (6) 

In the definition of ( ),,inf:, xx ttu ττ =  where 1,0, xxx τττ =  is the 

random time at which, the process should possibly be stopped, given the 
process was started at xx τ.  is thus the adapted absorption time, 

governed by the type of boundaries, which { }1,0  are to .tx  The KBE 

equation may not have unique solutions, unless one specifies the 
conditions at the boundaries { }.1,0  For 1-dimensional diffusions as in (5) 

on [ ],1,0  the boundaries { }1,0  are of two types: Either accessible or 

inaccessible. Accessible boundaries are either regular or exit boundaries, 
whereas inaccessible boundaries are either entrance or natural 
boundaries. Integrability criteria based on both the scale function and 
the speed measure are essential in the classification of boundaries due to 
Feller [11]. We now define these quantities. 
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3.2. Scale function and speed measure 

When dealing with such diffusion processes, one introduces the        

G-harmonic coordinate ,2C∈ϕ  i.e., satisfying ( ) .0=ϕG  It is 

( )
( )
( ) ( )

( )
( ) .and0 0 22 22

dyexey
y
y zg

zf
zg

zfy dzxdz ∫∫ −−

∫=ϕ>=ϕ′  (7) 

The function ϕ  kills the drift f of tx  in that: ( )tt xy ϕ=:  is a martingale 

obeying the new drift-less stochastic differential equation (SDE) 

( ) ( )( ) ( )., 0
1 xydwygdy ttt ϕ=ϕϕ′= −  

Also of interest is the speed density: ( ) ( )( ).1 2 ygym ϕ′=  The speed 

density m is in the kernel of the adjoint KB generator 

( ) ( )( ) ( ( ) ),2
1 22 ⋅∂+⋅∂−=⋅∗ ygyfG yy  (8) 

so ( ) .0=∗ mG  

Defining now the random time change: ,tt θ→  with inverse: θ→θ t  

defined by θ=θ
θt  and 

( ) ,~2
0

dsyg s
t

∫
θ

=θ  

the time-changed process ( )0;: ≥θ=
θθ tyw  is easily seen to coincide 

with the standard Brownian motion. Both the scale function ( )xϕ  and the 

speed measure ( ) dyymd ⋅=µ :  are thus essential ingredients to reduce 

the original stochastic process tx  to standard Brownian motion .θw  The 

KB infinitesimal generator G can be written in Feller form 

( ) .2
1







 ⋅

ϕµ
=⋅ d

d
d
dG  (9) 
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Examples (From population genetics). See [5], [26], [12], and [10]. 

● ( ) 0=xf  and ( ) ( ).12 xxxg −=  This is the neutral WF model 

already encountered. Here, ( ) xx =ϕ  and ( ) ( )[ ] .1 1−−= yyym  The speed 

measure is not integrable. 

● With ( ) ( )xuuuxfuu 21121 ,0, +−=>  and ( ) ( ).12 xxxg −=  This 

is the WF diffusion with mutation rates ., 21 uu  The drift vanishes when 

( ),211 uuux +=  which is an attracting point for the dynamics. 

Here, ( ) ( ) ( ) ( ) ,1,1 2121 2222 dyyyxyyy uuxuu −−−− −=ϕ−=ϕ′ ∫  with 

( ) −∞=ϕ 0  and ( ) ,1 +∞=ϕ  if .21, 21 >uu  The speed density 

( ) ( ) 1212 21 1 −− − uu yyym   is always integrable. 

● With ,R∈σ  consider a diffusion process with quadratic logistic 

drift ( ) ( )xxxf −σ= 1  and local variance ( ) ( ).12 xxxg −=  This is the WF 

model with selection. Here, ( ) xex σ−ϕ 2  and ( ) ( )[ ] yeyyym σ−− 211  is not 

integrable. σ  is the selection or fitness differential parameter. 

● The WF model with ( ) ( ) ( )xuuuxxxf 2111 +−+−σ=  and ( ) =xg2  

( )xx −1  is WF model with mutations and selection parameters ( ).;, 21 σuu  

Here, ( ) ( ) .1 21 222 dyyyex uuyx −−σ− −=ϕ ∫  The speed density ( )ym  

( ) yuu eyy σ−− − 21212 21 1 is not integrable.     

3.3. Transition sub-probability density and Yaglom limits 

Assume ∞<= 1,0, xxx τττ   with probability one (the boundaries 

are absorbing). Let ( )xf  and ( )xg  be differentiable in ( ).1,0  Let 

( )ytxp ,;  stand for the transition probability density of xtx τ  at y, given 

.0 xx =  Then ( )ytxpp ,;:=  is the smallest solution to the Kolmogorov-

forward equation (KFE) 
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( ) ( ) ( ),,0;, xyxppGp yt δ==∂ ∗  (10) 

with ( ),⋅∗G  the adjoint of G, defined in (8). 

The density ( )ytxp ,;  is reversible with respect to the speed density 

m in the sense that 

( ) ( ) ( ) ( ) ,1,0,,;,; <<= yxxtypymytxpxm  (11) 

with ( )ym  satisfying ( ) .0=∗ mG  The speed measure is a Gibbs measure 

with density: ( )
( )

( )yUe
yg

ym −
2
1  associated to the potential function 

( )yU  such that 

( ) ( )
( )

,10,2: 20
<<−= ∫ ydz

zg
zfyU

y
 

and the reference measure 
( )

.2 yg
dy  

Under our assumption on ( )ytxpx ,;,τ  is a sub-probability density, 

losing mass at the boundaries. Let ( )
( )

( ) ;,;:
1,0

dyytxpxt ∫=ρ  then ( )xtρ  

( )tx >= τP  is the tail distribution of the stopping time .xτ  This quantity 

obeys 

( ) ( ( )) ( ) ( )( ).with, 1,00 xxxGx ttt 1=ρρ=ρ∂  

Whenever ( )ytxp ,;  is a sub-probability, while normalizing, define 

( ) ( ) ( ),,;:,; xytxpytxq tρ=  now with total mass 1 for each t. It holds 

that 

( ) ( ) ( ) ( ) ( ),,0;, xyxqqGqxxq ytttt δ=+⋅ρρ∂−=∂ ∗  (12) 

where ( ) ( ) 0>ρρ∂− xx ttt  is the time-dependent birth rate at which 

mass should be created to compensate the loss of mass of the original 
process due to absorption of tx  at the boundaries. 
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When the boundaries of tx  are absorbing (and under our assumption 

that ( ) ( ) 010 == gg ), the spectra of G−  and ∗−G  are discrete or atomic: 
There exist non-negative eigenvalues ( ) 1≥λ kk  ordered in ascending sizes 

and eigenvectors ( ) 1, ≥kkk uv  of both ∗−G  and G−  satisfying ( ) =− ∗
kvG  

kkvλ  and ( ) .kkk uyG λ=−  Note that .01 =λ  With 
( )

( )xuvu kkk ∫=
1,0

:,  

( )dxxvk  and ,,: 1−= kkk vub  the spectral expansion of ( )ytxp ,;  is 

( ) ( ) ( ).,;
2

yvxuebytxp kk
t

k
k

kλ−

≥
∑=  (13) 

Let 012 =λ>λ  be the smallest non-null eigenvalue of the 

infinitesimal generator ∗−G  (and of .)G−  With 
( )

( ) ,: 21,022 dyyvbb ∫=′  

using (13), we have 

( ) ( ),222 xubxe
tt

t ′→ρ
∞→

λ  

and therefore xτ  is tail-equivalent to an exponential distribution with 
rate .2λ  The right-hand-side term in the latter limit has a natural 
interpretation in terms of the propensity of tx  to survive to its ultimate 
fate of being absorbed (the so-called reproductive value in demography). 
Note that ( )xtρ  admits the expansion 

( ) ( )
( )

( ) ,
1,02

dyyvxuebx kk
t

k
k

t k ∫∑ λ−

≥

=ρ  

and that so does therefore the mean of xτ  

( ) ( ) ( )
( )

( ) .
1,0

1

20
dyyvxubdtx kkkk

k
tx ∫∑∫ −

≥

∞
λ=ρ=τE  (14) 

Clearly, ( ) 2log1 λ→ρ−
∞→tt xt  and by L’Hospital rule therefore 

( ) ( ) .2λ→ρρ∂−
∞→tttt xx  Putting 0=∂ qt  in the evolution equation (12) of 

q, independently of the initial condition x 
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( ) ( ) ( ),,; 2 yvyqytxq
t

∞∞→
→  (15) 

with 2v  the eigenvector of ∗−G  associated to ,2λ  satisfying ( ) =− ∗
2vG  

.22vλ  

The limiting probability density ( ) ( )
( )

( )dyyvyvyq 21,02 ∫=∞  is called 

the Yaglom limit law of tx  conditioned on being currently alive at time t. 

Note that, due to the orthogonality relations between the skv  and the 

sku  

( )
( )

( )
( )

( ) .,; 2
1,01,0

t
q edyytxpxqt λ−

∞ ==> ∫∫∞
τP  (16) 

Would the process tx  be started with the Yaglom limit law ∞q  (the quasi-

stationary distribution), its absorption time τ  would be exactly 
exponentially distributed with rate .2λ  

Example. 2L  theory and the neutral Wright-Fisher diffusion. 

The degree-k Gegenbauer polynomials constitute a system of 

eigenfunctions for the KB operator ( ) 212
1

xxxG ∂−=  with the 

eigenvalues ( ) ,1,21 ≥−=λ kkkk  thus with ( ( )) ( ).xuxuG kkk λ=−     

In particular, ( ) ( ) ( ) ( ) =+−=−== xuxxxxuxxxuxxu 4
32

3
2

21 ,23,,  

.,5106 432 …xxxx −+−  

The eigenfunctions for the same eigenvalues of the KF operator 

( ) ( )[ ]⋅−∂=⋅∗ yyG x 12
1 2  are given by ( ) ( ) ( ) ,1, ≥⋅= kyuymyv kk  where the 

Radon measure of weights ( )dyym  is the speed measure: 

( ) ( ) .1 yy
dydyym
−

=  For instance, ( ) ( ) ( ) ,21,1,1
1

321 yyvyvyyv −==
−

=  

( ) .,551 2
4 …yyyv +−=  
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Although 01 =λ  really constitutes an eigenvalue, only ( )yv1  is not a 

polynomial. When ,2≥k  from their definition, the sku  and the skv  

polynomials satisfy ( ) ( ) ( ).yuymyv kk ⋅=  

We note that, 0,, == mkjkj uuuv  if kj ≠  and so the system 

( ) 2; ≥kxuk  is a complete orthogonal set of eigenvectors. Therefore, for 

any square-integrable function ( ) [ ] ( )( )dyymLxv ,1,02∈/  admitting the 

decomposition ( ) ( )xucxv kkk∑ ≥
=/ 2  in the basis ( ) 2, ≥kxuk  

( ) ( ) ( )
( ) ( ) ( )

( )
( ) ( )

.,
,

where,

1,0

1,0

2 dyyuyv

dyymyuyv

uv
uv

cxuecxv
kk

k

kk
mk

kk
t

k
k

tx k

∫
∫

∑
/

=
/

==/ λ−

≥

E  

This series expansion solves KBE: ( ) ( ) ( ),0,; xvxuuGut /==∂  where 

( ) ( ).:, t
x xvtxuu /== E 2 

Similarly, we have the series expansion of the transition probability 
density 

( ) ( ) ( )

( )
( ) ( )

,1where,,;

1,0
2 dyyuyv

byvxuebytxp
kk

kkk
t

k
k

k

∫
∑ == λ−

≥

 

solving the KFE of the WF model. This transition density is clearly 
reversible with respect to the speed density since for 1,0 << yx  

                                                      
2 Whenever ( ) nxxv =/  is a degree-n polynomial, it can be uniquely decomposed on the n 

first eigenpolynomials ( )xuk  and therefore ( )n
tx xE ( )xuec k

t
k

n
k

kλ−
=∑= 2  is exactly 

known. Using the duality relationship (3) with Kingman coalescent l ,tx  its pgf (and so its 

law): ( l )tx
n xE  follows in principle. Considering [ ] ( l ) ( l )1 ,tx

n n tx x x= =E P  one obtains 

the probability that the time to most recent common ancestor of ltx  with l0x n=  occurred 

before time t. 
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( ) ( ) ( ) ( ) ( ) ( ).,;,;
2

yvxvebxtypymytxpxm kk
t

k
k

kλ−

≥
∑==  

The functions ( ) 2, ≥kyvk  are not probability densities because ( )yvk  is 
not even necessarily positive over [ ].1,0  The decomposition of p is not a 

mixture. We have 2
,2, mkkk uuv =  the 2-norm for the weight function 

m. We notice that 
( )

∞=
−

= ∫ dyy
yuv 1,

1,011  so that ;011 == bc  

although 01 =λ  is indeed an eigenvalue, the above sums should be 
started at 2=k  (expressing the lack of an invariant measure for the WF 
model as a result of explosion and mass loss of the density p at the 
boundaries).  

For the neutral Wright-Fisher diffusion, 12 =λ  with .12 ≡v  The 
Yaglom limit ( )yq∞  in this case is thus the uniform measure.   

3.4. Additive and multiplicative functionals along sample paths 

Let tx  as from (5) on [ ],1,0  with both endpoints { }1,0  absorbing 
(exit). This process is transient. We wish to evaluate non-negative 
additive functionals of the type 

( ) ( ) ( ) ,
0 








+=α ∫ x

x
xddsxcx s τ

τ
E  (17) 

where the functions c and d are both assumed non-negative. Thus, 
( ) 0>α x  in ( )1,0  solves the Dirichlet problem 

( ) ( ),1,0if, ∈=α− xcG  

{ }.1,0if, ∈=α xd  

Examples. (1) Let ( ).1,0∈y  Let ( ) ( ( ) )dsxx sy
x δ=α ∫

τ

0
E  be the 

mean value of the local time ( ) ( )dsxyl syx
x δ= ∫

τ

0
:  of tx  at y, starting 

from x. Then ( ) ( )dsysxpyx ,;,:
0∫
∞

==α g  is the Green function, 

solution to 
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( ) ( ) ( ),1,0if, ∈δ=− xxG yg  

{ }.1,0if,0 ∈= xg  

Following ([19], p. 198), with ( ) ( )1,0,0 : xxx ττ <=α P  and ( )x1α  

( )x01 α−=  

( ) ( ) ( ) ( ) ( )( ) ,0if,02, 0 xyyymxyx ≤≤ϕ−ϕα=g  

( ) ( ) ( ) ( ) ( )( ) .1if,12, 0 ≤<ϕ−ϕα= yxyymxyxg  (18) 

Note that indeed g  vanishes at the boundaries: ( ) ( ) .0,1,0 == yy gg  

When dealing, for example, with the neutral WF diffusion 

( ) .1211
12, 10 ≤<≤≤ +
−
−= yxxy y

x
y
xyxg  

The Green function is useful to evaluate additive functionals ( )xα  such 

as the ones appearing in (17): The integral operator with respect to the 
Green kernel inverts the second order operator ,G−  leading to 

( )
( )

( ) ( ) ( ) ( ) ( )( ) .010,
1,0

xddddyycyxx −++=α ∫ g  (19) 

Note that indeed, d=α  if { }.1,0∈x  

(2) If both { }1,0  are exit boundaries, we wish to evaluate the 

probability that tx  first hits [ ]1,0  (say) at 1, given .0 xx =  Choose then 

0=c  and ( ) ( ).1== xxd 1  Then 

( ) ( ).: 0,1,1 xxx ττ <=α=α P  

( )x1α  is a G-harmonic solution to ( ) ,01 =αG  with boundary conditions 

( ) 001 =α  and ( ) .111 =α  From (19) and (7), we get 

( ) ( ) ( )
( ) ( )

( )
( )

( )

( )
( ) .01

0 2020 2

1,0

2

0
1

dzdzx
zg

zfy

zg
zfy

dyedyexx
∫∫ −−

∫∫=
ϕ−ϕ
ϕ−ϕ=α  
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Conversely, if ( )x0α  is a G-harmonic function with boundary conditions 

( ) 100 =α  and ( ) ,010 =α  then 

( ) ( ) ( ).1 11,0,0 xx xx α−=<=α ττP  

(3) Assume 1=c  and :0=d  here, ( ) ( )xx τE=α  is the mean time of 

absorption (average time spent in [ ]1,0  before absorption), solution to 

( ) ( ),1,0if,1 ∈=α− xG  

{ }.1,0if,0 ∈=α x  

From (19), ( )
( )

( ) ,,
1,0

dyyxx g∫=α  which is an alternative and much 

simpler expression of ( ) ( )xx τE=α  than the one displayed in (14) and 

which does not requires the knowledge of the full spectra of both G−   

and .∗−G  

As an illustrative example, if tx  is the WF diffusion, ( )xα  is easily 

seen to take the well-known entropy-like form 

( ) ( ) ( )( ).1log1log2 xxxxx −−+−=α  

(4) Also of interest are the additive functionals 

( ) ( ) ( ) ,
0 








+=α λ−

λ ∫ x
x

xddsxcex s
s

τ
τ

E  

where c and d are again non-negative. ( ) 0≥αλ x  solves the Dynkin 

problem 

( ) ( ) ( ),1,0if, ∈=α−λ λ xcGI  

 { },1,0if, ∈=αλ xd  

involving the action of the resolvent operator ( ) 1−−λ GI  on c. 

Whenever ( ) ( ) ,0, =δ= dxxc y  then 
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( ) ( ) ( ) ,,;,:
00

dsysxpedsxeyx s
sy

sx λ−
∞

λ−
λλ ∫∫ =








δ==α

τ
Eg  

is the potential-λ  function, solution to 

( ) ( ) ( ) ( ),1,0if, ∈δ=−λ λ xxGI yg  

{ }.1,0if,0 ∈=λ xg  

The function λg  is the mathematical expectation of the exponentially 

damped local time at y, starting from x (the temporal Laplace transform 
of the transition probability density from x to y at t), with .0 gg =  Then 

( )
( )

( ) ( ) ( ) ( ) ( )( ) .010,
1,0

xddddyycyxx −++=α λλ ∫ g  

The potential-λ  function is useful in the computation of the law of the 

first-passage time yx ,τ  to y starting from x. Consider indeed the 

convolution formula 

( ) ( ) ( ).,;,; ,
0

ystypdsytxp yx
t

−∈= ∫ τP  

Taking the temporal Laplace transform of both sides, we get the Laplace-
Stieltjes transform of the law of yx ,τ  as 

( ) ( )
( ) .,

,,
yy
yxe yx

λ

λλ−
=
g
gτE  (20) 

Putting ,0=λ  we have ( ) ( )
( ) ( )1,0,

,
, ∈=∞< yy

yx
yx g

gτP  as a result of both 

terms in the ratio being finite and yx,  belonging to the same transience 

class of the process (under our assumptions that the boundaries are 
absorbing). 

(5) (Multiplicative functionals). Multiplicative functionals are useful 
to evaluate the higher order moments of the additive functionals 

( ) .
0

dsxc s
x∫

τ
 Let indeed 
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( )
( )

,0













=β

∫λ
λ

dsxc s
x

ex
τ

E  

be now a multiplicative Kac functional. It is known (see [19]) that ( )xλβ  

now solves 

( ( )) ( ) ( ) ( ) ( ) .110, =β=ββλ=β− λλλλ xxcxG  (21) 

It holds that 

( ) ( ),!1
1

xkx k
k

k
αλ+=β ∑

≥
λ  

where ( ) ( ( ) ) 




=α ∫ k

sk dsxcx xτ

0
E  are the k-moments of ( ) .

0
dsxc s

x∫
τ

 

Taking successive derivatives of (21) with respect to λ  and putting 
,0=λ  one gets the recurrence for the moments 

( ( )) ( ) ( ) .1,1 ≥α=α− − kxxkcxG kk  

Using the Green function ,g  with 0: xx =  

( )
[ ]

( ) ( ) ,,! 11
11,0

llll

k

l
k dxdxxcxxkx k "⋅=α −

=
∏∫ g  

giving an explicit expression of the moments. 

If ( ) ( ) ( )xxxc y λ−βδ= ,  is the Laplace-Stieltjes transform of the local 

time ( )ylx  of tx  at y, starting from x. In this case, we get 

( )
[ ]

( ) ( ) llyll

k

l
k dxdxxxxkx k "11

11,0
,! ⋅δ=α −

=
∏∫ g  

( ) ( ) .,,! 1−= kyxyxk gg  

Thus, 

( )( ) ( )
( ) ,,1
,1 yy

yxe ylx
g
g
λ+

λ
−=λ−E  
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and, upon inverting this Laplace transform, recalling ( ) =∞<yx ,τP  

( )
( ) ,,

,
yy
yx

g
g  

( ( ) ) ( ) ( ) ( )
( ) .,

1 ,
,0, dteyydtyl yyt
yxyxx

g
g

−∞<+δ∞==∈ ττ PPP  

Given ,, ∞<yxτ  the local time ( )ylx  is exponentially distributed with 

mean ( )yy,g  (see [29]). Without conditioning, the mean value of ( )ylx  is 

( ),, yxg  with of course ( ) ( ).,, yyyx gg <    

3.5. Doob transformation of paths 

Consider tx  as in (5) with absorbing barriers. Let ( )ytxpp ,;:=  be 

its transition probability density and let xτ  be its absorbing time at the 

boundaries. 

Let ( ) ( ( ) ( ))x
x xddsxcx s τ

τ
+=α ∫0

: E  be a non-negative additive 

functional solving 

( ) ( ),1,0if, ∈=α− xcG  

{ }.1,0if, ∈=α xd  

Recall the functions c and d are both chosen non-negative so that so is α  
is positive inside the unit interval (α  is super-harmonic), possibly 
vanishing at the boundaries. Define a new transformed stochastic 
process, say ,tx  by its transition probability density 

( ) ( )
( ) ( ).,;,; ytxpx
yytxp

α
α=  (22) 

In this construction of tx  (relevant to a change of measure), sample 

paths yx →  of tx  with large ( ) ( )xy αα  are favoured. This is a selection 

of paths procedure due to Doob (see [6]). The KFE for p  is: ( ),pGpt
∗=∂  

with ( ) ( )xyxp yδ=,0;  and ( ) ( ) ( )( ).: ypGypG αα= ∗∗  The adjoint KBE 

of the transformed process is 
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( ) ( ) ( )( ).1 ⋅α
α

=⋅ xGxG  

With ( ) ( ) dxxdx α=α′ :  and ( ) ( ) ( ),:~ 2 ⋅+⋅∂
α
α′=⋅ GgG x  

( ) ( ) ( ) ( ).~~1 ⋅+⋅
α

−=⋅+⋅α
α

=⋅ GcGGG  (23) 

With ( ) ( ) ( )xgxfxf 2:~
α
α′+=  the modified drift, the novel time-homogeneous 

SDE to consider is therefore 

( ) ( ) ( ),1,0~,~~~~
0 ∈=+= xxdwxgdtxfxd tttt  (24) 

possibly killed at rate ( ) ( )xcx
α

=δ :  as soon as .0≠c  

Whenever tx~  is killed, it enters into a coffin state { }.∂  

Let xτ~  be the new absorbing time at the boundaries of ,~
tx  started at 

x, with ,~ ∞=xτ  if the boundaries are inaccessible to the new process .~
tx   

Let ∂,~
xτ  be the killing time of ( )0;~ ≥txt  started at x (the hitting 

time of ∂ ), with ∞=∂,~
xτ  if .0=c  

Then ∂= ,~~: xxx τττ   is the novel stopping time of tx~  to consider. The 

SDE for ,~
tx  together with its global stopping time xτ  characterize the 

transformed process ,tx  with generator .G  

For the new process ,tx  one may also wish to evaluate 

( ) ( ) ( ( ) ) .~~~~~:~
0 








+=α ∫ xs xddsxcx

x
τ

τ
E  

This is an additive functional, where the functions c~  and d~  are 
themselves both non-negative. α~  is positive in ( ).1,0  It solves the 

Dirichlet problem 
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( ) ( ),1,0if,~~ ∈=α− xcG  

{ }.1,0if,~~ ∈=α xd  

With ( ),, yxg  the Green function of ,tx  we get 

( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )( ) .0~1~0~~,1~

1,0
xddddyycyyxxx −++α

α
=α ∫ g  (25) 

A particular quantity of interest is the distribution of xτ  itself. From (22), 

we have 

( ) ( ) ( )
( ) ( ) ,,;1

1,0
dyytxpyxtx α

α
=> ∫τP  

and also from (13), 

( ) ( )
( ) ( )

( ) ( ) .
1,02

dyyvyx
xuebt k

kt
k

k
x k α

α
=> ∫∑ λ−

≥

τP  

In particular, 

( ) ( ) ( )
( )

( )
( ) ( ) .1

1,020
dyyvyxubxdtt k

k
k

k
k

xx α
λα

=>= ∫∑∫
≥

∞
ττ PE  

However, from (25) with 1~ =c  and ,0~
=d  this complicate expression is 

also more compactly 

( ) ( ) ( )
( ) ( ) ,,1

1,0
dyyyxxx α

α
= ∫ gτE  

which is easy to evaluate from the knowledge of .g  

3.5.1. Normalizing and conditioning: Yaglom limits of the 
transformed process 

Consider the process G  losing mass due either to absorption at the 

boundaries and/or to killing. Let ( )
( )

( ) ( )tdyytxpx xt >==ρ ∫ τP~,;:
1,0

 

be the tail distribution of the full stopping time .xτ  Then, 
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( ) ( ( )) ( ) ( ) ( ( )),~ xGxxxGx ttttt ρ+ρδ−=ρ=ρ∂  (26) 

with ( ) ( )( ).1 1,00 xx =ρ  

Introduce the conditional probability density: ( ) ( )ytxpytxq ,;:,; =  

( ),xtρ  now with total mass 1. With ( ) ( ) qxyxq y ,,0; δ=  obeys 

( ) ( ) ( )qGqxxq tttt
∗+⋅ρρ∂−=∂  

( ( ) ( ) ( )) ( ).~ qGqyxx ttt
∗+⋅δ−ρρ∂−=  

Here, ( ) ( ) 0>ρρ∂− xx ttt  is again the rate at which mass should be 

created to compensate the loss of mass of the process tx~  due to its 

possible absorption at the boundaries and/or to its killing. With 

( )
( ) ( ) ,: 21,022 dyyvybb α=′′ ∫  we now clearly have 

( ) ( )
( ) .2

22
x
xubxe

tt
t

α
′′→ρ

∞→
λ  

Again therefore; ( ) 2log1 λ→ρ−
∞→tt xt  and by L’Hospital rule, ( )xttρ∂−  

( ) 2λ→ρ xt  ( 2λ  being again the smallest positive eigenvalue of .)G−  

Putting 0=∂ qt  in the evolution equation of ,q  independently of the 

initial condition x 

( ) ( ),,; yqytxq
t ∞∞→
→  (27) 

where ( )yq∞  is the solution to 

( ) ( ( )) ( ) .or,~
22 ∞∞

∗
∞∞

∗ ⋅λ=−⋅δ−λ=− qqGqyqG  

With 2v  the eigenvector of ∗−G  associated to ( )yq∞λ ,2  is of the product 

form 

( ) ( ) ( )
( )

( ) ( ) ,2
1,0

2 dyyvyyvyyq αα= ∫∞  (28) 
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because ( ) ( ) ( )( )yGyG α⋅α=⋅ ∗∗  and 2v  is the stated eigenvector of .∗−G  

The limiting probability density 
( )

( ) ( )dyyvyvq 21,02 αα= ∫∞  is thus 

the Yaglom limit law of ,tx  now conditioned on the event .tx >τ  

3.5.2. Illustrative transformations of interest 

(i) The case :0=c  In this case, ∞=∂,~
xτ  and so ,~: xx ττ =  the 

absorption time for the process tx~  governed by the new SDE. Here 

.~GG =  Assuming α  solves ( ) 0=α−G  if ( )1,0∈x  with boundary 

conditions ( ) 00 =α  and ( ) 11 =α  (respectively, ( ) 10 =α  and ( ) 01 =α ), 

new process tx~  is tx  conditioned on exit at 1=x  (respectively, at 

0=x ). In the first case, boundary 1 is exit, whereas 0 is entrance; 

1α=α  reads 

( ) ( ) ( )
( ) ( ) ,01

0
1 ϕ−ϕ

ϕ−ϕ
=α

xx  

with new drift 

( ) ( ) ( ) ( )
( ) .~

1
1

2

x
xxgxfxf

α
α′

+=  

In the second case, ( ) ( )xx 0α=α  and boundary 0 is exit, whereas 1 is 

entrance. Thus xτ~  is just the exit time at 1=x  (respectively, at 0=x ). 

Let ( ) ( ).~~:~
xx τE=α  Then, ( )xα~  solves ( ) ,1~~

=α−G  whose explicit solution 

is ( ( ) ( ) ( ))xxx 01 or αα=α  

( ) ( ) ( )
( ) ( ) ,,1~

1,0
dyyyxxx α

α
=α ∫ g  

in terms of ( ),, yxg  the Green function of .tx  

Examples. (i) Starting from the WF diffusion on [ ],1,0  these 

constructions are important to understand the WF diffusion tx~  

conditioned on either extinction or fixation, adding an appropriate linear 
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drift and avoiding killing. See [14], for the determination of the beta 
Yaglom limits of the conditioned processes in these cases and the 
corresponding expected fixation and extinction times, related to the 
Kimura-Ohta formulae for the age of a mutant, using reversibility [13]. 

(ii) Consider the WF model on [ ]1,0  with selection for which, with 

( ) ( )xxxf −σ=∈σ 1,R  and ( ) ( ).12 xxxg −=  Assume α  solves 

( ) 0=α−G  if ( )1,0∈x  with ( ) 00 =α  and ( ) ;11 =α  then ( ) =α x1  

( ) ( ).11 22 σ−σ− −− ee x  The diffusion corresponding to (24) has new drift: 

( ) ( )xxxf −σ= 1~  coth ( ),xσ  independently of the sign of .σ  This is the 

WF diffusion with selection conditioned on exit at { }.1  

(iii) Assume α  now solves ( ) 1=α−G  if ( )1,0∈x  with boundary 

conditions ( ) ( ) .010 =α=α  Proceeding in this way, one selects sample 

paths of tx  with a large mean absorption time ( ) ( ).xx τE=α  Sample 

paths with large sojourn time in ( )1,0  are favoured. We have 

( )
( )

( ) ,,
1,0

dyyxx g∫=α  

where ( )yx,g  is the Green function (18). The boundaries of tx~  are both 

entrance, so ∞=xτ~  and tx~  is not absorbed at the boundaries. The 

stopping time xτ  of tx~  is just its killing time .~ , ∂xτ  Let ( ) E~:~ =α x ( ).~ , ∂xτ  

Then, ( )xα~  solves ( ) ( ) ( ) ,01~0~,1~ =α=α=α−G  with explicit solution 

( ) ( ) ( )
( ) ( ) .,1~

1,0
dyyyxxx α

α
=α ∫ g  

(iv) Assume α  now solves ( ) ( )xG yδ=α−  if ( )1,0∈x  with boundary 

conditions ( ) ( ) .010 =α=α  Using this ,α  one selects sample paths of tx  

with a large sojourn time density at y, recalling ( ) ( ) ==α yxx ,: g  

( ( ) ).
0

dsxsy
x δ∫

τ
E  The drift of tx~  is 
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( ) ( ) ( ) ( )
( ) xyx
xxgxfxf ≤

α
α′

+= if,~
0
02  

( ) ( ) ( )
( ) ,if,

1
12 yxx

xxgxf <
α
α′

+=  

tx~  is thus tx  conditioned on exit at { }1  if yx <  and tx  conditioned on 

exit at { }0  if .yx >  

The stopping time ( )xyτ  of tx~  occurs at rate ( ) ( )., yxxy gδ  It is a 

killing time when the process met y at least once and is at y for the last 

time before entering .∂  Let ( ) ( ( )).~~:~ xx yy τE=α  Then, ( )xyα~  solves 

( ) ,1~ =α−G  with explicit solution 

( ) ( ) ( )
( ) ( ) .,,,

1~
1,0

dzzxyzyxxy gg
g ∫=α  

When ( )NNx y 1~,1 α=  gives the age of a mutant currently observed 

to the present frequency y. 

As an illustrative example, if tx  is the WF diffusion, ( )xyα~  can easily 

be found to be 

( ) ( ) ,log11log112~ 






−
+−−+−=α yy

yxx
xxy  

which, if ,1 Nx =  gives back the celebrated Kimura and Ohta formula: 

( ) ( ) ,1log121~ 




 +

−
−=α NOyy

yNy  which can be obtained differently, 

see [13]. 

(v) Let 2λ  be the smallest non-null eigenvalue of G. Let 2u=α  

correspond to the second eigenvector: ( ) ,222 uuG λ=−  with boundary 

conditions ( ) ( ) .010 22 == uu  Then ( ) ( ).2 xucc λ=  The KB generator 

associated to tx  is 

( ) ( ) ( ) ( ),~~1
2 ⋅+⋅λ−=⋅+⋅α

α
=⋅ GGGG  
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obtained while killing the sample paths of the process tx~  governed by G~  

at a constant death rate ( ) .2λ=δ x  The transition probability density of 

tx  is 

( ) ( )
( ) ( ).,;,;

2
2 ytxpxu

yuytxp =  

Define ( ) ( ).,;,;~ 2 ytxpeytxp tλ=  This is the transition probability 

density of ,~
tx  governed by ,~G  corresponding to the original process tx  

conditioned on never hitting the boundaries { }1,0  (the so-called              

Q-process of tx ). 

The process tx~  is obtained from tx  while adding the additional drift 

term 2
2
2 gu

u′  to the original drift f. The determination of 2u=α  is a 

Sturm-Liouville problem. When t is large, to the dominant order 

( ) ( ) ( )

( )
( ) ( )

,~,;
22

1,0

222

dyyvyu

yvxueytxp t

∫
λ−  

where 2v  is the Yaglom limit law of ( ).0; ≥txt  Therefore, 

( ) ( )
( )

( ) ( )

( )
( ) ( )

( ) ( )

( )
( ) ( )

.~,;~
22

1,0

22

22
1,0

22
2
2 22

dyyvyu

yvyu

dyyvyu

yvxuexu
yueytxp tt

∫∫
=λ−λ  

(29) 

The limit law of the Q-process tx~  is thus the normalized Hadamard 

product of the eigenvectors 2u  and ,2v  associated, respectively, to G    

and .∗G  

Example. When dealing, for example, with the neutral Wright-
Fisher diffusion, it is known that 12 =λ  with ( )xxu −= 12  and .12 ≡v  

The limit law of the Q-process tx~  in this case is ( ),16 yy −  which is a 

beta(2, 2) density.    
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4. Extreme Reproduction Events 

So far, the forward scaling limits of the discrete space-time Markov 
chains obtained as a conservative Galton-Watson branching process with 
balanced reproduction laws, were of the diffusion type. We now discuss an 
‘unbalanced’ case, where one individual is allowed to be very productive 
compared to the other ones. 

Assume again a random dynamical population model with non-
overlapping generations Z∈t  and a constant population size N. That is, 
starting with N individuals at generation ,0=t  we assume that each 
individual can die or give birth to a random number of descendants while 
preserving the total number of individuals at the next generation. 
Suppose the random reproduction law at generation 0 is ( ),,,: 1 Nνν …=ν  

therefore obeying the conservation law 

.
1

Nn

N

n
=∑

=

ν  

Here, nν  is the random number of offspring of the individual number n. 

Iterate the reproduction law at each times. With [ ] { },,,1: NN …=  

tracing the number of offspring of a subset of individuals from [ ]N  leads 

to a conservative branching Galton-Watson process in [ ]( )ZN∪0  first 

introduced in [18]. If one adds the following assumptions: 

(1) Exchangeability of .ν  

(2) Homogeneity: The reproduction laws are i.i.d. for each generation 
.Z∈t  

(3) Neutrality (no mutation, no selection,...), then we get a Cannings 
process with reproduction law ν  on the N-simplex ([3], [4]). 

4.1. The discrete extended Moran model 

The extended Moran model is a special class of Cannings model 
defined as follows ([17]): 
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Consider a population of N individuals. Let 1>NM  be an r.v. taking 

values in { }N,,2 …  and define the offspring vector ( )Nµµ= ,,: 1 …µ  via 

0,:1 =µ=µ nNM  for { }NMn ,,2 …∈  and 1=µn  for { ,1+∈ NMn  

} nN µ.,…  is the number of descendants at generation 0 of the n-th 

individual. Consider the exchangeable Cannings reproduction model 
( )Nνν ,,1 …=ν  obtained as a random permutation of .µ  For such a 

model for ,ν  one individual taken at random from [ ]N  is allowed to 
produce a (possibly) large number NM  of descendants, the other ones 

fitting their descendance, either 0 or 1, to guarantee the total number 
conservation. 

This allows to define two Markov chains. 

● Forward in time. Take a sub-sample of Nn ≤  individuals and let 
( )( )nx N
t  denote the number of descendants of these n out of N individuals, 

t generations forward in time. Then ( )N
tx  with ( ) ,0 nx N =  is a discrete-

time Markov chain (with state-space { }N,,0 …  and absorbing barriers 

{ }N,0 ), whose transition probabilities ( ) =:,
N
jiP  ( ) ( )( )ixjx N

t
N

t ==+1P  are 

given by (see [[17], page 2, (1)]) 

( )

( ) ,if,
11

, ij
ji

M

j

MN
P

NN

N
i

N
ji <





























−

−













 −
= E  

( )

( ) ,if,1
, ij

iN

MN

i

MN
P

NN

N
i

N
ji =





























−

−
+












 −
= E  (30) 

( )

( ) .if,
11

, ij
ij

M

jN

MN
P

NN

N
i

N
ji >





























−

−















−

−
= E  

For ,2≡NM  this model reduces to the standard Moran model [28] with 

forward transition probabilities ( ) ( ) ( )( ) { },,,1,11, NiNNiNiP N
ii …∈−−=−  

( ) ( ) ( )( ) { } ( ) ( )iNiPNiNNiNiP N
ii

N
ii −−=−∈−−=+ 21,1,,0,1 ,1, …  



DIFFUSION VERSUS JUMP PROCESSES ARISING …   117

( )( ) { },,,0,1 NiNN …∈−  and ( ) ,0, =N
jiP  otherwise. In the Moran 

model, two individuals are chosen at random; one is bound to generate 2 
offspring, while the other one dies out. The rest of the population 
generates one offspring. 

Allowing 2>NM  random and possibly of order N, the extended 

Moran model provides the opportunity that one individual is very 
productive compared to the other ones, who either survive or die in the 
next generation. Note that under our assumption NN MM ,2≥  is the 

largest of the ( ).,,max:s 1 NNM ννν …=  

● Backward in time. Take a sub-sample of size n from [ ]N  at 
generation 0. Identify two individuals from [ ]n  at each step, if they share 
a common ancestor one generation backward in time. This defines an 
equivalence relation between two genes from [ ].n  Define the induced 

ancestral backward process as: 

( ) =∈ nt n EA  {equivalence relations on [ ] [ ]Nn ⊂ }, ,N∈t  backward in time. 

The ancestral process is a discrete-time-t Markov chain with transition 
probability 

( ( ) ( ) ) l ( )
( )1 , ; with , , ,

N
t t nn n P+ β α= α = β = α β ∈ α ⊆ βP A A E  

where, with ( ) ( ) ( ),11: +−−= jnnnn j …  and 

=α=j  the number of equivalence classes of ;α  

=β=i  the number of equivalence classes of ;β  

( )jj ii ,,: 1 …=i  the clusters (blocks) sizes of ;β  

the transition probability reads 

l ( ) l ( )
( )

( )
( ) ( ), ,

1
: .

l

j
N N j

j l ii j
i l

N
P P Nβ α

=

 
 = =
 
 
∏ νi E  
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Let l ( ) l ( )
( )

N N
t tx x n=  count the number of ancestors at generation ,N∈t  

backward in time, starting from l ( )
0 .
Nx n N= ≤  Then, l ( )N

tx  also counts 

the number of blocks of ( ) l ( )
( ), .

N
t ttxn n=A A  This backward counting 

process is a discrete-time Markov chain with state-space { }N,,0 …  and 

transition probability 

l ( ) l ( ) l ( )
l ( )

( )

1
1

,
1 , 1, ,

!: .! ! !
j

i i ij

N
NN N ji j

t t i j ji i

Pix xj i P j i i
+

+ + =

+
∈

 = = = = 
  ∑

…
…

…N

i
P  

When the reproduction law ν  is the one of an extended Moran model, for 
{ },,,1, Nji …∈  (see [[17], page 2]) 

l ( )
,

1 1 , if ,

N N
N

i j

N M M
j i jP j iN

i

−   
    − − +   = <

 
 
 

E
 

l ( )
,

1 , if ,

N N
NN

i j

N M N M
M

i iP j iN
i

− −   +    −   = =
 
 
 

E
 (31) 

l ( )
, 0, if .
N

i jP j i= >  

Both matrices ( )NP  and l
( )N

P  can be shown to be similar and so they 

share the same eigenvalues: thus l
( )
,
N

i iP  in (31) are also the eigenvalues of 

( ).NP  

Note that l
( )

[ ( ) ] ( ) { },1 / , 2, ,
N

N i iiP M N i N= ∈ …E  is the probability 

that i individuals chosen at random from some generation share a 

common parent. In particular, the coalescence probability is l ( )
2,1:
N

Nc P= =  
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[ ( ) ] ( )( )2 / 1 ,NM N N −E  in agreement with [7]. Nc  is the probability 

that two individuals chosen at random from some generation have a 
common parent. The effective population size Ne cN 1:=  is a relevant 

quantity. Introduce also the probability l ( )
3,1:
N

Nd P=  that 3 individuals 

chosen at random from some generation share a common parent. For 
scaling limits, whether 0→Nc  or not and whether triple mergers are 

asymptotically negligible compared to double ones ( )0→
N
N

c
d  or not 

( )0→/
N
N

c
d  is important, [33]. 

4.2. Scaling. Depending on whether 

(i) (Occasional extreme events): 0d
N NM →  (convergence in 

distribution as ∞→N ) or 

(ii) (Systematic extreme events): UNM d
N →  (as ∞→N ), where U 

is a non-degenerate [ ]1,0 -valued r.v. with ( ) ,0>UE  different scaling 

processes both forward and backward in time can arise in the large N 
population limit. 

4.2.1. Occasional extreme events. Let us first discuss the case (i). 

● Backward in time. In this first case (i), if in addition, the limits 

( )
[( ) ]

[( ) ]
,lim:

2
2

N
k

kN
N MN

M
k

E
E
−∞→

=φ  (32) 

exist for all { },,3,2 …∈k  then the extended Moran model is in the 

domain of attraction of a continuous-time coalescent-Λ  l ,tx  with Λ  a 

probability measure on [ ]1,0  uniquely determined by its moments: 

( ) ( )kduuk φ=Λ−∫ 21
0

 (see [17], page 3). scoalescent-Λ  allow for multiple, 
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but no simultaneous collisions (see [32] for a precise definition). All 
continuous-time scoalescent-Λ  can be produced as such a limiting 

extended Moran process. They are obtained from the discrete-time     

l ( )N
tx  of Subsection 4.1 as 

l ( )
( ) l l

/ 0, , ,
N

N
t c tx x xn n t +   → = ∈D R  

where (see [17], page 5) 

( ) ( ).1
1

1 111

0

1

1
duuu

j

N
c jjN

N

j
N Λ−














−
= −−−

−

=
∫∑  

The limiting process coalescent-Λ  ltx  is integral-valued at all 

(continuous) times and non-increasing (it is a pure death process). It has 

1 as an absorbing state. It has transition rate matrix l ,Q
∞

 which is a 

lower tri-diagonal semi-infinite matrix with non-null entries 

l ( ) ( )
1 11

, 0
1 , if 2 ,

1
ji j

i j
i

Q u u du j i
j

∞ −− − = − Λ ≤ < −  ∫  (33) 

l l
1

, ,
1

: ,
i

i i i j i
j

Q Q Q
−

∞ ∞

=

= − = −∑  (34) 

where ii cQ 1:=  is the total death rate of ltx  starting from state i. When 

{ }( ) 00 =Λ  (excluding the Kingman coalescent), its dynamics when 

started at n is given by l0x n=  and 

l l
( ] ( ]

( l ) ( l ) ( )0 , 00, 0,1
, 1

sxt s B ut
x x xB u ds du

− − >×

 − = − − × 
 ∫ N  

( ] ( ]
( ( l ) ) ( )

0, 0,1
, 1 .s

t
xB u ds du
− +×

= − − ×∫ N  (35) 
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Here, ( ) N,0,max xx =+  is a random Poisson measure on [ ) ( ]1,0,0 ×∞  

with intensity ( )du
u

ds Λ× 2
1  and ( l ), ~dsxB u

−
 bin ( l ),sx u

−
 is a 

binomial r.v. with parameters ( l ), .sx u
−

 As a result, with 

( )
( ]

( ( ) ) ( ) ,0,111: 21,0
>Λ−+−= ∫ ydu

u
uuyyr y  (36) 

upon taking the expectation in (35), it holds that 

( l l ) ( l ) .t t tx xxd r dt
− −

= −E  

From this, the quantity ( )yr  is the rate at which size y blocks are being 

lost as time passes by. Note that r is also 

( ) l ( ) ( ) ( )
1 1 1 11

, 01 1
1 .

1

i i
ji j

i ji
j j

i
r i iQ jQ i j u u du

j

− −
∞ −− −

= =

 = − = − − Λ − ∑ ∑ ∫  (37) 

Consequently, the reciprocal function ( )yr1  of the rate r interprets 

as the expected time spent by ltx  in a state with y lineages and therefore 
l

( )0 1
2

x n
y r y= −
=∑  will give the expected time to the most recent common 

ancestor 

� ( l l ),1 0: inf : 1 .n tx xt n+= ∈ = =Rτ  

In some cases, the latter sum can be estimated by 
l

( )0 1
1

;
x n

r y dy
= −∫  it 

will give the (large-n) order of magnitude of the expected time to the most 

recent common ancestor. Similarly, one expects that 
l

( )0 1
1

x n
yr y dy

= −∫  

will give the order of magnitude of the expected length of the coalescent, 

which is the additive functional 
l

l,1

0
n

n sxL ds= ∫E
τ

 and more generally 
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that 
l

( ) ( )0 1
1

x n
c y r y dy

= −∫  will give the order of magnitude of the additive 

functional 
l

( l )
,1

0
.n

sxc ds∫E
τ

 In other words, with r given either by (36) or 

by (37), the Green function of the continuous-time coalescent-Λ  ltx  is 

( ) ( ) { } { }.,3,2,,1, ,,2
1 …… ∈⋅= =∈
− yxyryx nxyg  

There are lots of detailed studies in the literature on the length of the 
,coalescent-Λ  the length of its external branch, the number of collisions 

till time to most recent common .ancestor, …  Famous examples include 

scoalescent-Λ  for which: 

• (Lebesgue) ( ) [ ]( ) :1 1,0 duudu =Λ  This is the Bolthausen-Sznitman 

coalescent. In this case, ( )duu Λ−2  is not integrable. 

• ( ) ( ) ( ) [ ]( ) ( ) ( )( ),2,11,0,11,2 1,0
11 ∪∈α−αα−=Λ −αα− duuuuBdu  with 

( )baB ,  the beta function; this is the beta ( )α  coalescent. In this case, 

( )duu Λ−2  is not integrable either. 

• ( ) ( ) ( ) [ ]( ) :11, 1,0
11 duuuubaBdu ba −− −=Λ  We get the beta ( )ba,  

coalescent. In this case, ( )duu Λ−2  is integrable only if .2>a    

● Forward in time. Let us now briefly look at the scaling limits 
forward in time. In case (i), the coalescence probability Nc  tends to 0 and 

the space-time scaled forward process ,tx  as a scaling limit of 

 
( )  ( ) NNxx N

ct N
 with xx =0  and ,+∈ Rt  is a well-defined (two-types 

neutral Viot)-Fleming-Λ  continuous-time Markov process with state-

space [ ]1,0  (see [2], [9]). More precisely, tx  has backward infinitesimal 

generator 
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[ ]( ) ( ) ( ) { }( ) ( ) ( )xvxxxvGCv x /∂−Λ=/→∈/ 22 12
01,0  

[ ] { }
[ ( )( ) ( ) ( )( ) ( )] ( ),1111 20\1,0

du
u

xvuxvxuxxvx Λ/−−/−+−+/+ ∫  

which is the one of a pure jump process if Λ  has no atom at { },0  so with 

( ) ( )tx xvtxu /= E,  obeying ( ) ( ) ( ).0,; xvxuuGut /==∂  

Equivalently, the sample-paths of tx  obey the stochastic evolution 

{ }( ) ( ) sss
t

t dwxxxx −Λ=− ∫ 10
0

0   

( ] ( ] [ ]
( )( ) ( ),111

1,01,0,0
dvdudsuxxu sxvsxv

t ss ××−−+
−−−− >≤

××∫ N  (38) 

where N  is a random Poisson measure on [ ) ( ] [ ]1,01,0,0 ××∞  with 

intensity ( ) ,1
2 dvdu

u
ds ×Λ×  independent of the standard Brownian 

motion .tw  If ( ) 00 ≠Λ  term accounting for the Wright-Fisher diffusion 

has to be included. In (38), the clock-time t is measured in units of 

.1−= Ne cN  

Example. The Eldon and Wakeley model, [7]. Let .0>γ  Take for 

,NM  the following mixture model: 

2=NM  with probability γ−− N1  (Moran model), 

( ) VNM N 22 −+=  with probability ,γ−N  

where V is an r.v. on [ ]1,0  with distribution ( ).duα  The law of NM  itself 

is 

( ) ( ) ( ) ( ),21 22 VNNNdu −∗δ⋅+δ−=π γ−γ− L  
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leading to occasional extreme reproduction events, with probability ,γ−N  

with clearly .0d
N NM →  In [7], the law of V is a Dirac mass at some 

( ).1,0∈/v  For all ,0>γ  one can check that .0
∞→

→
NNc  The larger the 

values of ,γ  the smaller the contribution of extreme events. By computing 

the limiting behaviour ( )∞→N  of 
N
N

c
d  in each case, one can conclude 

● If :2>γ  We are in the attraction basin of the Kingman coalescent 

( ),0→
N
N

c
d  [23]. So, no jump process in the scaling limit of the forward 

process, only the Wright-Fisher diffusion. 

● If :2≤γ  We are not in the attraction basin of the Kingman 

coalescent ( ),0→/
N
N

c
d  rather of the full .coalescent-Λ  So, here a jump 

process in the scaling limit of the forward process, to which a Wright-
Fisher diffusion term should be superposed if π  has mass at 0.    

4.2.2. Systematic extreme events. Let us now investigate the case (ii). 

● Backward in time. In the second case (ii), l
( ) ( ),1 0
N i

iP U→ >E  and 

the extended Moran model is in the domain of attraction of a discrete-

time coalescent-Λ  with ( ) ( )duudu π=Λ 2  and ( )duπ  the probability 

distribution of U, [17]. Here extreme events are not occasional, but 
systematic because NM  is a random fraction of N. In particular, the 

coalescence probability Nc  tends to a limit ( ) .02 >= Uc E  It holds that  

l ( )
( l ), , ,

N
t tx xt t ∈ → ∈ 

 
DN N  

which is a discrete-time t limiting ,coalescent-Λ  whose transition matrix 

lP
∞

 is a lower tri-diagonal semi-infinite stochastic matrix with non-null 
entries (see (9) and Theorem 2.1 of [27]) 
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l ( ) ( )
1 11,
0

1 , if 1 ,
1

ji ji j
i

P u u du j i
j

∞ −− + = − π ≤ < −  ∫  (39) 

l ( ) ( ) ( )
1 1

,
0

1 1 , if .i
i iP u u iu du j i
∞ −= − − + π =∫  (40) 

The corresponding discrete-time dynamics of ltx  is easily seen to be 

l l ( ( l ) ) ( l )
l

111 0, 1, 1 1 , ,
ttt xt t t B U

x x x xB U n
+++ >= − − =  

where ( l ), ~dtxB u  bin ( l ),tx u  is a binomial r.v. with parameters 

( l ), .tx u  

From the expressions (39) and (40), it hold that 

( l l ) l ( l )1 ,t t t tx x x xr+ − = −E  

where, with .1: UU −=  

( ) ( ) ( ) ,0,1 ≥+−= yUUyyr yEE  

involving the Laplace-Stieltjes transform ( )xUE  of ( ).log U−  The 

function ( )yr  is convex with ( ) ( ) ( ) ( ) ,0,0log0 ≥<+=′ yrUUr EE  if 

1≥y  and ( ) ( )Uyyr E~  as .∞→y  It is the discrete-time analogue to 

the rate r function defined in the continuous-time setting. 

Of interest also on this discrete-time coalescent, are the time to most 

recent common ancestor: � ( l l ),1 0: inf : 1 ,n tx xt n= ∈ = =τ N  the length of 

the coalescent tree 
l l,1

0 ,n
n tt

xL
=

= ∑
τ

 the number of internal nodes, the 

number of collisions till � ,1 .n …τ  

Example. It is not so clear which model π  for the law of U is 
meaningful in population genetics. However, a special ‘canonical’ case of 
interest is when π  is uniform on [ ].1,0  One can then check the simple 

expression 



THIERRY E. HUILLET 126

l l, ,
1 2, if 1 and .1 1i j i iP j i Pi i

∞ ∞
= ≤ < =

+ +
 (41) 

 

● Forward in time. Whatever π  really is, the space-scaled forward 

process ( )  ( )Nxx N
t N  with ( ) xx N =0  has a well-defined scaling limit, 

which is a discrete-time-t Markov process tx  with state-space [ ],1,0  

defined as follows. Let ( ) 1, ≥ttt VU  be two mutually independent random 

sequences with respective common laws: ( ) ( )du
u

duU d Λ=π 21
1~  and 

dV ~1  uniform on [ ].1,0  If π  has no atom at { },0  then tx  is the Markov 

chain (with state-space [ ]1,0 ) driven by ( ) 1, ≥ttt VU  

( ) ( ) ( ) .;111 011111 xxxVxUxVxUxx tttttttttt =>−≤−+= +++++  (42) 

So, depending on the current state of the process and independently, 1+tV  

allows to decide whether tx  moves up or down and then 1+tU  governs the 

amplitude of the jump. 

Example. If ,2 NN MM ′+=  where NM ′  is binomially distributed 

with parameters 2−N  and ( ),1,0∈p  then p
d

N UNM δ→ ~  and 
2pcN →  (relevant for case (ii)). Note that Npp =  may depend on N 

with 0→Np  (relevant for case (i)). In the latter case, this model can 

have a wide variety of effective population sizes .1 2
Ne pN =  For 

instance, if ,0, >α= α−NpN  then α= 2NNe  is sub-linear for 

21<α  and super-linear for .21>α  If ,1, <λλ= N
Np  then 

N
eN 2−λ=  grows exponentially.    

When ( )duΛ  is not reduced to ,0δ  both limiting space-scaled forward 

models (35) and (42) account for jump processes on the unit interval, 
either with time continuous or discrete, contrasting with the standard 
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Wright-Fisher diffusion, whose sample-paths are continuous. When 
dealing with populations with a very productive individual (either 
occasional or systematic extreme events), the Latin principle of natural 
philosophy ‘Natura non facit saltus’ breaks down. When dealing with 
extreme reproduction events, it is not even possible to scale time. 

5. Forward Process Associated to the  
Discrete Coalescent-Λ  

We now study some properties of the discrete-time forward process 
defined in (42). Let ( ) 1, ≥ttt VU  be two mutually independent random 

sequences with respective common laws: ( ) ( )du
u

duU d Λ=π 21
1~  and 

dV ~1  uniform on [ ].1,0  We shall assume that π  is absolutely continuous 

with density f so that, in particular, it has no atom at { }.0  We also 

assume that ( ){ } ( ),1,00: ⊃>ufu  (U has full support). Consider then 

the Markov chain (with state-space [ ]1,0 ) driven by ( ) 1, ≥ttt VU  

( ) ( ) ( ) .;111 011111 xxxVxUxVxUxx tttttttttt =>−≤−+= +++++  

From this model, if at some (discrete) time t, the process tx  has got close 

to say 1, there is a big chance ( )tx  that in the next step, it will even get 

closer to 1 by a small move, but there is always some small probability 
( )tx−1  that the process can move back abruptly in the bulk of the state-

space (by a big move of amplitude )1 tt xU +−  in which case the whole 

process starts afresh. By symmetry, a similar argument can be applied 
when the particle happens to be very close to 0. A rare jump will drive it 
back at some point inside the state-space, closer to 1 then. The process tx  

can be either recurrent or transient on [ ]1,0  and we would like to fix 

what it is. 

A question maybe important for that purpose is how large is the jump 
that brings the particle back inside at resetting time? 
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One could think that would the probability mass of U be concentrated 
‘close to 1’ (U large), the amplitude tt xU 1+−  of the rare resetting jump 

from tx  (already close to 1) is relatively large, so that the particle would 

sample again the whole interval in this case, leading maybe to a 
recurrent process .tx  On the other hand, if U is large, tx  can first move 

fast to the boundary 1 making it harder to escape in the future, and 
whenever it escapes, then tx  will be trapped near 0 with difficulties to 

escape 0 then. 

Would U be too small (with probability mass concentrated near 0) at 
resetting time, the particle would still remain too close to 1 after the 
resetting, thereby ruining the global chance of a real mixing or here of 
positive-recurrence of .tx  

In fact, we will see latter that whatever the size of the jump at the 
resetting time (whatever the law of U), the process tx  is always transient: 

There is a positive probability not to ever visit a neighbourhood of a point 
,xy ≠  when .0 xx =  

Before that, let us first investigate some immediate properties of .tx  

First, we have ( ) ( ) ( ) ( )xUxxUxxxx tttt 111 1 +++ −−+== EEE  

( ) xx =−1  and so tx  is a martingale. As for the variance: ( )xxx tt =σ +1
2  

( ) ( ) .11
2 xxUt −σ= +  Clearly also, would tx  be transient (and it is), it will 

eventually hit the boundaries either { }0  or { },1  but not in finite time, so 

that 1,0, xxx τττ =  is ∞  with probability 1. Both boundaries are clearly 

absorbing. From the martingale property, tx  will eventually hit first the 

boundary { }0  (respectively, { }1 ) with probability x−1  (respectively, x). 

Let [ ]( ).1,00Cv ∈/  With ,1≥t  we have 

( ) ( ) ( ) ( ) ( ) ( ),0,,, xvxuxvLxvtxu t
tx /=/=/= E  

where the backward generator L is given by 
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( ) ( ) ( )1xvxvL x /=/ E  

( )( ) ( ) ( ) ( ) ( ) .11
1

0

1

0
duufxuxvxduufuxxvx −/−+−+/= ∫∫   (43) 

From the expression (39), it is clear that if ( ) kxxv =/  is a monomial, 

( )( )xvL /  remains a degree k polynomial because [ ] ( ) ( ) .01 =/+ xvLxk  More 

precisely, we easily get 

( ) ( ) ( )[ ] [ ] ( ) ( ).1
1

11
1

1
xvLxUU

l

k
xxvL kllkl

k

l
/+−














−
=/ −+−

−

=
∑ E  

Here, from (39), [ ] ( ) ( ) l ,l k lx Lv x P
∞

=/  and 

[ ] ( ) ( ) ( ) ( )[ ],11 1 kUUUxvLx kk +−−=/ −E  

which, from (40), coincide with the eigenvalues l ,k kP
∞

 of l .P
∞

 From these 

facts, it is clear that there exist degree-k eigenpolynomials ( )xuk  to the 

eigenvalue equations: ( ) 0=−λ kk uLI  with l , .k kk P
∞

λ =  Except in the 

special case l ( ), 2 / 1k kP k
∞

= +  corresponding to U uniform, we were not 

able to compute them in detail. 

Clearly, with a and b real numbers, if   ( ) ( ) ( ) ( ),, xvxvLbxaxv /=/+=/  

showing that the affine functions bxa +  are the harmonic functions of L, 
as required for a martingale. 

The operator L as in (43) also takes the form 

( ) ( ) ( ) ( ) ,11
1 1

0
dyyvx

xyfx
xdyyvx

yxfx
xxvL

x

x
/







−
−

−
+/





 −−=/ ∫∫  (44) 

observing that with probability x−1  (the event xV >1 ), ( )11 1 Uxx −=  

has range [ )x,0  and law given by the image measure of ,1
1 x

xxU −
=  

while with probability x (the event xV ≤1 ), ( )xUxx −+= 111  has range 
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( ]1,x  and law given by the image measure of .1
1

1 x
xxU

−
−

=  Under the 

latter form, the operator L turns out to be an integral Fredholm operator 
[24] with kernel 

( ) ( ) ( ),1111011, ≤<






−
−

−
+≤≤





 −−= yxx

xyfx
xxyx

yxfx
xyxK  (45) 

that is; ( ) ( ) ( ) ( ) .,
1
0

dyyvyxKxvL /=/ ∫  This operator acts on the Banach 

space of continuous (and so bounded) functions [ ]( )1,00C  and it is 

bounded with norm .1sup 1 =/= ∞=/∞ ∞
vLL v  Because L is associated to 

a stochastic kernel, ( ) ( ) 11 =xL  and so the spectral radius of L is also one. 

The forward generator ,∗L  which is the adjoint of L, acts on the space 

of positive Radon measures and it is easily seen to be given by 

( ) ( ) ( ) ( ).1
11

1

0
dzz

yzfz
zdzz

zyfz
zyL

y

y
µ




 −−+µ







−
−

−
=µ ∫∫∗  (46) 

The operator L is not self-adjoint, nor is it normal. 

As a result of the expression of ,∗L  the density ( )ytxp ,;  of tx  at y 

(started at xx =0 ) obeys the Fokker-Planck equation ( )1≥t  

( ) ( ) ( )dzztxpz
yzfz

zdzztxpz
zyfz

zytxp
y

y
,;1,;11,1;

1

0





 −−+







−
−

−
=+ ∫∫  

( ( )) ( ).,; ytxpL ⋅= ∗  

When ,0=t  with ( ) ( )⋅δ=⋅ xxp ,0;  

( ) ( ) ( )dzzz
yzfz

zdzzz
zyfz

zyxp x
y

x
y

δ




 −−+δ







−
−

−
= ∫∫ 1

11,1;
1

0
 

( ) ( ),11111 xyx
xyfx

xxyx
yxfx

x >






−
−

−
+≤





 −−=  
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is the density of 1x  given ,0 xx =  which is the kernel ( )., yxK  Because 
∗L  maps a Dirac measure into a density, there exists a (speed) measure 

µ  with density m satisfying ( ) ( ) µ=µ∗ yL  with m obeying 

( ) ( ) ( ) .1
11

1

0
dzzmz

yzfz
zdzzmz

zyfz
zym

y

y





 −−+







−
−

−
= ∫∫  (47) 

Note that the process tx  is not reversible with respect to the speed 

measure ( )dyym  

( ) ( ) ( ) ( ).,1;,1; xypymyxpxm ≠  

The expression of ( )yxK ,  is useful for the following statement, which 

shows that in fact tx  is always transient. 

Let ( )xl  be the probability that the particle always moves to the left 

(towards 0) starting from ( ) ( ).: 012 xxxxxlx =<<<= …P  Then 

( ) 1≤xl  obeys the functional equation 

( ) ( ) ,1
0

dyylx
yxfx

xxl
x






 −−= ∫  

where in the right-hand-side, ( )yl  is the same probability when the 

process is started from xy <  after the first jump to the left of x. Clearly, 
( ) .1 xxl −≤  We look for the largest non-null solution to this functional 

equation. The question is: Is ( ) ?0>xl  

Assume ( ( )) .1log 1 ∞<−− UE  Let ( )xxxxtT ttx =>≥= + 01:1inf  

be the first time of a jump to the right given the process started at x. With 
,0≥κ  we have 

( ) ( )κκκ UUxVUxVxVTx "… 11121 ,,,1 >>>=+> +PP  

( ) ( ) .11 1
1














−−= ∏

=
k

k
UUxx "

κ
E  
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Developing the product, with ( ) ( ),: 1
11
−=λ ll

l UU EE  the ratio of 

consecutive moments of 1U  

( ) ( ) ( ) .111
111 1

l

k

n
l

k

lnn

kk

k
x xxT λ−−=+> ∏∑∑

=≤<<≤= κ

κ
κ

…
P  

Clearly, ( ) ( ) ( ) ( ( ))kkx UUxxTxl "11 111lim −−=+>= ∏∞
=∞→ EP κκ  

and the question is if a nonzero limit exists. Let .: 1 kk UUW "=  Almost 

surely (a.s.), we have 0→kW  and by the Strong law of large numbers: 

( ) ( )1,01log1 ∈→ −− Uk
k eW E  (a.s.). Thus, the series kW  is a.s. convergent, 

with 

,
1

SWk
k ∞→
=

→∑ κ

κ
 

where kk UUS "11∑∞
=

=  is a non-degenerate limiting r.v. obeying: 

( )SUS d ′+= 11  with SS d=′  a copy of S, independent of .1U  Note that the 

moments ( )n
n Sm E=:  of S can recursively be computed with ,10 =m  

and 

( )
( ) .1,

1

1

01

1 ≥













−
= ∑

−

=

nm
l

n

U
Um l

n

l
n

n
n

E
E  

For all ( ),,0 1Ux ∈  we have ,1 xx exe −λ− <−<  where 1>λ  is defined 

a.s. by .1 11 Ue U =− λ−  Therefore, for all ( ),1,0∈x  the infinite product 

giving ( )xl  can be bounded above and below with ( ) ( ) ( )xxlxl −=< + 1:  

( )xSe−E  and, with SS d=′  a copy of S, independent of 1U  

( ) ( ) ( ) ( )








−=> ∏∑ =≥+λ−

−
l

k
lk UUxexxlxl 221 11: E  
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( ) ( ( ) ( ) )( ).1 1log 1 SUxex ′+⋅−−−= E  

We have ( ) 11 1log UU −>−  a.s. and therefore ( ) ( ) 11 1log USU >′+⋅−  

( ) .1 SS d=′+  By the monotonicity of the expectation, for all ( )1,0∈x  

( ) ( ) ( ( ) ( ) )( ) ( ) ( ) ( ).11: 1log 1 xSSUx exxlexxl −
+

′+⋅−−
− −=<−= EE  

Besides, both ( )xSe−E  and ( ( ) ( ) )( )SUxe ′+⋅−− 1log 1E  belong to ( )1,0  as 

( )1,0∈x  because they are the Laplace-Stieltjes transforms of positive 

random variables evaluated at x. This shows that ( ) ( ) ( ) 10 <<<< +− xlxlxl   

for all ( )1,01 ∈U  satisfying ( ) .log 1 ∞<− UE  

So, under the latter assumption on ,1U  there is a non trivial positive 

probability solution ( ),xl  with, as required, ( ) 1→xl  as .0→x  

Whenever ( ) ∞=− 1log UE  (which entails ( ) ∞=11 UE  and so 1U  

very close to 1), 0=S  and ( ) xxl −= 1  corresponding to the probability 

of the first jump being to the left, where the process is instantaneously 
brought very close to the 0 boundary, where it remains stuck. 

Similarly, the probability ( ) ( )…<<<== 210 xxxxxr P  that the 

particle always moves to the right starting from x obeys 

( ) ( ) .11
1

dyyrx
xyfx

xxr
x








−
−

−
= ∫  

Proceeding as for ( ),xl  the formal solution is 

( ) ( ( ) ) ,11 1
1














−−= ∏

∞

=
k

k
UUxxxr "E  

so ( ) ( ) .01 >−= xlxr  With ( ) ( )( ( ) ( ) )( )SUxexxr ′+⋅−−−
− = 1log1 1E  and 

( ) ( ( ) ),1 Sxexxr −−
+ = E  we therefore have ( ) ( ) ( ) 10 <<<< +− xrxrxr  for 

all ∈1U ( )1,0  satisfying ( ) ∞<− 1log UE  and ( ) 1→xr  as .1→x  
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We conclude from this that when ( ) txU ,log 1 ∞≤−E  is transient 
because for all ,xy ≠  there is a positive probability that tx  started at 

xx =0  never visits a neighbourhood of y. This probability turns out to be 
larger than ( ) 0>xl  (respectively, ( ) 0>xr ), if y is to the right (to the 
left) of x. 

Remarks. (i) When the law of U is atomic, then things in a way turn 
out to be simpler; assume, for instance, that the law of U is concentrated 
on some ( ).1,0∈/v  Then, the functional equation giving ( )xl  can easily 
be put under the form 

( ) ( ) ( )( ) ( ) ( ) ( )( ),1111
1

0
vxlxdzzxlxxl v /−−=δ−−= /∫  

whose solution (with vv /−=/ 1: ), is formally the infinite product 

( ) ( ) ( ).11
1

k

k
vxxxl /−−= ∏

≥

 

For all ( ),,0 vx /∈  we have ,1 xx exe −λ− <−<  where 1>λ  is defined by 

.1 ve v /=− /λ−  Therefore, for all ( ),1,0∈x  the infinite product is 
convergent with 

( ) ( ) ( ) ( ) ( ) ,111 log vvxvvxvvx exxlexex //−//λ−//−− −<<−=−  

showing that ( ) 01 >> xl  for all ( );1,0∈/v  clearly ( ) +→ 0xl  for all  

( ),1,0∈x  as .0+→/v  Clearly also, ( ) ( ) ( ) ( ) vvxvvx xexrxe //−−//−−− << 1log1  
are bounds for the probability ( )xr  of all moves to the right. 

When U is atomic at ,v/  the process tx  is thus also transient. 

(ii) When U is uniformly distributed on [ ],1,0  the functional equation 

giving ( )xl  simply is: ( ) ( ) .1
0

dyylx
xxl

x
∫

−=  It has an exact solution 

obtained while integrating: ( ) ( ) ( )xlx
x

xxxl 





 −+

−
−=′ 1

1
1  with boundary 

conditions ( ) .10 =l  One finds ( ) ( ) .1 xexxl −−=  
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6. The Special Transient Case (U Uniform) 

We limit ourselves in the following study to the discrete-time 
canonical case, where U is uniformly distributed. The limiting discrete 

-coalescentΛ  is thus characterized by (41), whereas, the limiting forward 

process obeys the discrete-time dynamics (42), so with ( )duU d π~  .du=  

6.1. The model and its main properties 

If we limit ourselves to the case ( ) dudu =π  ( 1U  is also uniform on 

[ ]1,0  with 1≡f ), then 

( ) ( ) ( ) ( ) ( ) ,1
1 1

0
1 dyyvx

xdyyvx
xxvxvL

x

x
x /−

+/
−=/=/ ∫∫E  (48) 

which is ( ) ( ) ( ) ( ) ,,
1
0

dyyvyxKxvL /=/ ∫  where 

( ) ( ) ( ).111011, ≤<
−

+≤≤−= yxx
xxyx

xyxK  (49) 

Clearly, the kernel K is not totally positive (see [31]), for instance, 
because 

( ) ( )

( ) ( )
,

,,

,,
det

2212

2111















yxKyxK

yxKyxK
 

with 21 xx <  and 21 yy <  is not always positive: K does not either 

possess the nice spectral properties of totally positive kernels. 

We note that ( )yxK ,  is singular in the sense that it is neither 

bounded nor continuous, on [ ] ,1,0 2  nor does it fulfill 
[ ]

( ) dxyxK 2
1,0

,2∫  

.∞<dy  Due to the divergence near the boundaries of K, the operator L 
can easily be checked not to be compact and not even quasi-compact. So K 
is a singular kernel, which is not reminiscent of the classical (say Hilbert-
Schmidt) Fredholm theory for integral operators, [20], [24]. In the special 
case, with ,1≥t  we also have 
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( ) ( ) ( )( )( ) ( ) ( ),,0;,,0;,; zzxpyxpLytxp x
t δ=⋅= ∗  

with ( ) ( ( )) ( )yxpLyxp ⋅= ∗ ,0;,1;  given by 

( ( )) ( ) ( ) ( )dzzxpz
zdzzxpz

zyxpL
y

y
,0;1,0;1,0;

1

0
−+

−
=⋅ ∫∫∗  

( ) ( ).1111 xyx
xxyx

x >
−

+≤−=  (50) 

If the particle is originally at ( ),2121 >< xx  the probability density 

of a further move to the left (to the right) is ( ) xx−1  (respectively, 

( )xx −1 ) with ( ) ( )xxxx −>− 11  (respectively, ( ) ( )xxx −>− 11  

x ); the process tx  is stochastically monotone. If initially 0x  is uniform, 

then at step 1, 1x  has density ( )( ) ,11log −−− yy  diverging symmetrically 

at both ends, logarithmically. 

The probability ( )xl  that the particle always moves to the left starting 

from x obeys the functional equation 

( ) ( ) ,1
0

dyylx
xxl

x

∫−=  

whose solution is ( ) ( ) .1 xexxl −−=  Similarly, the probability ( )xr  that 

the particle always moves to the right starting from x is by symmetry 

( ) ( ).1 xxexr −−=  

6.2. Resolvent and spectral aspects of the special model 

Let 

( ) ( ) ( ) ( ) ( ) .1
1 1

0
1 dyyvx

xdyyvx
xxvxvL

x

x
x /−

+/
−=/=/ ∫∫E  

Let .C∈λ  Let c be a bounded function on [ ]1,0  satisfying 

( ) ( ) .010 == cc  We look for continuous solutions α  to the Fredholm 

problem: ( ) cLI =α−λ  or, with ,1−λ=z  to 
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( ) .zczLI =α−  (51) 

When α< ,1z  takes the converging Liouville-Neumann power-series 

form 

( ) ( ) ( ),
0

1 xcLzx n

n

n∑
≥

+=α  

involving iterates of L. 

Let ( ) ( )dyyxA
x
α= ∫0

 so that ( ) zczLIA =α−′=α .  is also the linear 

differential system 

( ) ( ) ( ) ( ) ( ).:111
11 xzfAx

xxczxxxzAxA =






−
+=







−
−−′  

Let ( )xA0  be the solution of the homogeneous system: ( ) ( )xzAxA 00 −′  

.01
11 =







−
− xx  With C some constant, we get 

( ) ( )( ) .10
zxxCxA −=  

Applying the method of variation of the constant, let ( ) ( ) ( ).0 xAxKxA =  

Then, ( ) ( )
( ) ,

0 xA
xzfxK =′  leading to 

( ) ( )( ) ( ) ( ).211
21

KdyyfyyC
zxK zx

+−= −∫  

Therefore, with ( ) ( ) ( ),11 Ax
xxcxf
−

+=  

( ) ( )( ) ( )( ) ( ) ( )( ) ( ),211411
21

AxxdyyfyyxxzxA zzzxz −+−−= −∫  (52) 

( ) ( ) ( ).1
11 xzfxxxzAx +







−
−=α  (53) 
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● Assume first .1<z  

Looking at the behaviour near 0 and 1 of ( )xA  and then of ( ),xα  we 

find 

( ) ( ) ( ) ( ),214212~ 2
0 AxxAz

zxA zzzz
x +

−
− −−

↓
 

( ) ( ) ( ) ( );214212~ 112
2

0 AxzxAz
zx zzzz

x
−−−−

↓
+

−
−α  

and 

( ) ( ) ( ( ) ) ( ) ( ),21141211~
1

AxxAxA zzzz
x

−+−−
↑

 

( ) ( ) ( ) ( ) ( ).2114121~ 11
1

AxzxzAx zzzz
x

−−
↑

−−−α  

The solution α  is continuous at 0 and 1 only if ( ) ( ) .0121 == AA  

Therefore, when ,1<z  the solution α  is unique and takes the simple 

form 

( ) ( ) ( ) ( )( ) ( )( ) ( ) ,1121
21

12 dyycyyxxxzxzcx zxz −− −−−+=α ∫  (54) 

which may be viewed an alternative representation to the Liouville-

Neumann power series. Recalling ,1−=λ z  the domain 11 <λ−  is the 

complementary of the unit disk of C  centered at 0. Such sλ  are regular 

points of L for which ( ) 1−−λ LI  exists, is bounded and is defined on the 

whole space [ ]( ).1,00C  

● Assume now ( ) 1Re ≥z  and .0≡c  

When ( ) 1Re =z  and ,0≡c  we already know that ( ) bxax +=α  are 

the harmonic function solutions. 

Then, from (52)-(53) with ( ) 1Re >z  and ,0≡c  
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( ) ( ) ( )( ) ( ) ( ) ( )( ) ( ),2114111 11
21

AxxdyyyxxzAxA zzzzxz −+−−= +−−∫  

( ) ( ) ( ),111
11 Ax

xzxxxzAx
−

+






−
−=α  

and one expects, by symmetry, that ( ) ( ).1 xx −α±=α  

The behaviours near 0 and 1 of ( )xα  are found to be 

( ) ( ) ( ) ( ) ( ) ,1Re2;214212~ 2
2

1
0 >>








+

−
−α −−−

↓
zAzAz

zxx zzz
x  

( ) ( ) ( ) ( ) ( ) ,2Re;21421221~ 1
2

0 >




 +

−
−+








+

−
α −

↓
zAzAz

zxzz
zxAx zzz

x  

( ) ( ) ( ( ) ( )) ( ) .1Re;214211~ 1
1

>−−α −
↑

zAzzAxx zzz
x

 

When ( ) ,1Re2 >> z  assuming ( ) ( )xx −α−=α 1  forces the coefficients of 

(( ) )11 1 −− − zz xx  of the behaviours of ( )xα  near 0 and 1 to be opposite, 

which is possible only if ( ) .01 =A  In this case, 

( ) ( ) ( )( ) ,121 1−−−α zxxxx   (55) 

which are indeed anti-symmetric continuous solutions. These solutions 

are eigenstates of L associated to the eigenvalues .1−=λ z  Maybe there 
are other symmetric solutions. 

When ( ) ,2Re >z  necessarily the leading coefficients of x from the 

behaviour of ( )xα  near 0 is 0, forcing again ( ) .01 =A  In this case, 

( ) ( ) ( )( ) 1121 −−−α zxxxx   are again anti-symmetric continuous solutions. 

A similar conclusion is obtained when ( ) .2Re =z  

We conclude that when ( ) ,1Re ≥z  there are continuous solutions α  

(eigenstates) to ( ) ,0=α− zLI  defined up to a multiplicative constant. 

Recalling ,1−=λ z  we get that the closed disk of C  centered at ( )0,21  
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with radius 21  (which is: ( ) 1Re 1 ≥λ− ) constitutes the point spectrum of 

L. When λ  belongs to the latter disk with radius ( ) 1,21 −−λ LI  does 

not exist. Because there is a continuum of eigenvalues in the latter disk, 
the corresponding neutral Fleming-Viot model has no spectral gap. The 
points λ  belonging to the complementary of the latter disk to the unit 

disk centered at 0 constitute the continuous spectrum, where ( ) 1−−λ LI  

exists, but is not defined on the whole space [ ]( ):1,00C  The operator 

LI −λ  is not surjective. 

● Assume finally 1=z  and c not identically 0. 

Then, (52)-(53), with ( ) ( ) ( ),11 Ax
xxcxf
−

+=  

( ) ( ) ( )( ) ( ) ( ) ( ),211411 1
21

AxxdyyfyyxxxA
x

−+−−= −∫  

( ) ( ) ( )xfxxxAx +






−
−=α 1

11  

( ) ( )( ) ( ) ( ) ( )141121 1
21

−+−−= −∫ xAdyycyyx
x

 

( ) ( ) ( ),21214 xcxA +−+   (56) 

where the constants ( )21A  and ( )1A  should be determined from the 

imposed values ( )0α  and ( )1α  of α  at the boundaries. ( )xα  in (56) solves 

( ) ( ) { },1,0if,;1,0if, ∈=α∈=α−− xdxcIL  (57) 

and so α  can be interpreted as the additive functional 

( ) ( ) ( ) .
0 











+=α ∞

≥
∑ xdxcx t
t

xE  
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Examples. (i) Let ,0>ε  small and ( ).1, ε−ε=εI  Let ( ) ( )ε∈= Iyyc 1  

and suppose the initial condition x belongs to the interval .εI  Then ( )xα  

represents the expected time till tx  first exits out of the interval ,εI  

starting from x within the interval. Using (56), we find 

( ) ( ) ( ) ( ) ( ) ( ) .1212141411log21 +−+−+
−

−=α xAxAx
xxx  

Putting ( ) ( ) 01 =ε−α=εα  fixes the constants and we finally find 

( ) ( ) ( ) ,1log211log21
ε−

εε−−
−

−=α x
xxx  

which is of order ,log ε−  with a symmetric initial condition dependent 

correcting term ( ) ,1log21 x
xx
−

−  which is maximal when .21=x  

(ii) (Green function). Let ( )1,0∈y  and ( ) [ ]δ+δ−=δ yyyI ,  be an 

interval of width ,2δ  where δ  was chosen small enough in such a way 

that ( ) ( ).1,0⊂δ yI  Let ( )1,0∈x  but not to ( ).yIδ  Let ( ) ( δ∈= Izzcy 1  

( ))y  and .0=d  Then ( ) ( )( )xx yIδα=α :  represents the expected sojourn 

time spent by tx  in the interval ( ),yIδ  starting from x outside this 

interval. We look for solutions of α  with boundary conditions ( ) ( )10 α=α  

0=  translating that { }1,0  are absorbing states, so that if { } txx ,1,00 ∈  

will never visit ( ).yIδ  We first look for an expression of ( ) ( )yxx ,: g=α  

when ( ) ( ),zzc yδ=  satisfying the same boundary conditions. Using (56) 

with 

( ) ( )( ) ( ) ,1: 1
21

dzzzzxH y
x

δ−= −∫  

we find ( ) ( ) ( ) ( ) ( ) ( )( ) .10021 xHHHxHxx ++−−=α  After some easy 

computations pertaining to xy <  or ,xy >  and recalling ( ) =ym  

( )( ) ,1 1−− yy  we find the Green function ( ) ( )yxx ,: g=α  as 
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( ) ( ) ( ) ,if,1, xyxymyx <−=g  

( ) ( ) .if,, xyxymyx >=g  

Therefore, the expected time spent by tx  in ( ),yIδ  starting from 

( )yIx δ∈/  is 

( )( )
( )

( ) ., dzzxx
yI

yI g∫
δ

δ
=α  

More generally, the solution to (57) is 

( ) ( ) ( ) ( ) ( ) ( )( ) ,010,
1

0
xddddyycyxx −++=α ∫ g  

where ( )yx,g  is the Green kernel just defined satisfying ( ) ( ) .0,1,0 == yy gg    

   

6.3. Eigenpolynomials 

Recalling 

( ) ( ) ( ) ( ) ( ) ,1
1 1

0
1 dyyvx

xdyyvx
xxvxvL

x

x
x /−

+/
−=/=/ ∫∫E  

let ( ) kxxv =/  be a monomial of degree .1≥k  We have 

( ) ( ) ( ),21
1 1 kk xxxkxvL +++
+

=/ −…  

and the action of L on kx  does not change the degree of the polynomial 
image. Thus, there are polynomials ( )xuk  of degree k such that, with    

kλ ( ) 1,12: ≥+= kk  

( ) .0=−λ kk uLI  (58) 

These values of λ  are particular (real and rational) values of the point 

spectrum of L [note that l ,k kk P
∞

λ =  coincide with the diagonal terms of 

lP
∞

]. 
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When k is odd, one can check that ( ) xxu =1  and 

( ) ( ) ( )( )( ) ,3,121 21 ≥−−= − kxxxxu k
k  (59) 

with ku  anti-symmetric: ( ) ( ).1 xuxu kk −−=  Note that ku  is a special 

incarnation of (55) when ( ) .211 +=λ= − kz  

When k is even, (55) with ( ) 211 +=λ= − kz  is not a polynomial 

solution of (58). There exist other solutions s,ku  which are symmetric 

( ( ) ( ))xuxu kk −= 1  polynomials, namely, 

( ) ( ) ( ( ( )) ) .1,11 ,,

1

1
2 ≥−+−= ∑

−

=

pxxbaxxxu q
pqpq

p

q
p  (60) 

Here, ( ) pqpqpq ba ,,1,, , …=  constitute some sequences of real numbers, 

which can be computed recursively by iterated Euclidean division of pu2  

by ( ).1 xx −  

These polynomials all satisfy ( ) ( ) 010 == kk uu  for .1≥k                

For instance 

( ) ( ) ( ) ( ) ( ) ( ),121,1, 321 xxxxuxxxuxxu −−=−==  

( ) ( ) ( ( )) ( ) ( ) ( )( ) ,121,18
11 2

54 xxxxuxxxxxu −−=−+−−=  

( ) ( ) ( ) ( ( )) ,168
118

1116 





×
−−+−−−= xxxxxxxu  

( ) ( ) ( )( )37 121 xxxxu −−=  are the seven first eigenpolynomials. 

For all [ ]( )1,00Cv ∈/  vanishing at { },1,0  with ( ) ( )xucxv lll∑ ≥
=/ 1  the 

development of v/  along the complete set of polynomials lu  

( ) ( ) ( ) ( ).1
2

1
xuclxvxvL ll

t

l
tx

t ⋅






+
=/=/ ∑

≥

E  
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We also note that the functions ( ) ( )( ) ( ) 211 +−−= k
k yyyv  are eigenstates 

of the operator ∗L  associated to the eigenvalues ( ) :1,12 ≥+=λ kkk  

( ) ( ) ( ).yvyvL kkk λ=∗  In particular, ( ) ( )( ) ( ),1 1
1 ymyyyv =−= −  the speed 

measure density. 

Examples. (i) From this, we easily get the dynamics of heterozygosity 

( ( )) ( ),13
2212 xxxx

t
ttx −





=−E  which tends to 0 exponentially fast as 

.∞→t  

(ii) Observing ( ( )) ( ( ) ( )),8
1412 24

2
tttt xuxuxx +=−  the variance of 

heterozygosity is found to be 

( ( )) ( ) ( ) [ ( )]2224
2 48

1412 txttxttx xuxuxuxx EE −



 +=−  

 ( ) ( ) ( ) .3
215

2
8
113

2
8
114

2













−−











 −−+





−=

ttt
xxxxxx  

It starts at 1=t  from 

( ( )) ( ) ( ) ,0145
2

30
11412 11

2 >



 −−−=− xxxxxxx  

where it is not maximal ( ( ( )) ( ( )))11
2

22
2 1212 xxxx xx −>−   and then 

decays exponentially at rate 32  when .∞→t  The fluctuations start 

growing and then there is an intermediate time 1>∗t  at which they 
reach a maximum, before decaying to 0. Similar conclusions can be found 
in the context of Wright-Fisher diffusions, [26]. 

(iii) In particular also, if ( ) nxxv =/  and ( ),,1 xucx knk
n
k

n ∑ =
=  then 

( ) ( ) ( ) ( ).1
2

,
1

xuckxxvL knk
tn

k

n
tx

t ⋅






+
==/ ∑

=

E  

Defining by duality the integral-valued process ltx  by 
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( )
l

( ) [ ], for all , , 0, 1 ,txn
x t nx x n t x+

 = ∈ ∈ 
 

E E N  (61) 

we obtain the pgf 
l

tx
n x  
 

E  of ltx  started at l0 .x n=  Proceeding as in [30] 

p. 65, [dealing with the well-known duality between Kingman coalescent 
and the Wright-Fisher diffusion], using martingale arguments ltx  is seen 

to be precisely the limiting discrete-time coalescent-Λ  with Λ=π −2u  

uniform on [ ] ( ( ) ).1,0 2duudu =Λ  (61) is clearly already true for ,1=t  

using (41) and the above expression of ( ) ( )xvL /  when nxv =/ 3. 

In particular, 

[ ]
l

[ ] ( ) ,tx n
n x tx x x x  = 
 

E E  

is the probability that l 1tx =  (starting from l0x n= ) or else that the time 

to most recent common ancestor � ,1n
τ  of ltx  is .t≤  More generally, 

( l ) [ ] ( ) [ ] ( ),
1

2 .1

n t
i n i

n x t k n kt
k

x i x x c x u xk
=

 = = = ⋅ + ∑P E  

Noting that [ ] ( ) 0=xux k  if k is odd ([ ] ( ) [ ] ( ) ),15 31 ==≥ xuxxux  only the 

even terms essentially contribute to ( � ) ( l ) [ ],1 1nn txt x≤ = = =τP P  

( )n
x txE  and the tail of � ,1n

τ  decays like .3
2 t





   

6.4. Two conditionings 

(i) Proceeding as for the Wright-Fisher diffusion, it is clear that the 
new process with the modified kernel 

( ) ( ) ( ),,1;:,1;,1; 1 yxpx
yyxpyxp =→  

                                                      
3 This duality relationship is not limited to the special case. It carries over to the cases, 
where the density of U is not uniform. 
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corresponds to (42) conditioned on exit eventually at 1 (ultimate fixation 

of allele 1A ). Note that 1p  is of the Doob-transform type ( )
( ) ( ),,1; yxpx
y

α
α  

where ( ) xx =α  is a harmonic function of L giving the probability that 

the original process tx  hits first the boundary { }1  before { }0  given .0 xx =  

Let us call the new process with kernel 1p  say .~
tx  Its corresponding 

backward generator is 

( ) ( ) ( ) ( ) ( ) .1
11~ 1

021 dyyvyxdyyvy
x

xxvxvL
x

x
x /−

+/
−=/=/ ∫∫E  (62) 

Note that ( ) ( ) ,11 =xL  so L  is a true stochastic kernel (no mass loss nor 

creation). In particular, the mean is 

( ) ( ).123
1

1
11~ 212

021 +=
−

+−= ∫∫ xdyyxdyy
x

xx
x

x
xE  

So tx~  presents an additional drift, which is ( ) ( ).13
1~

1 xxxx −=−E  

Similarly, the process with the modified kernel 

( ) ( ) ( ),,1;1
1:,1;,1; 0 yxpx

yyxpyxp
−
−=→  

corresponds to (42) conditioned on exit eventually at 0 (ultimate 
extinction of allele 1A ). This process presents an additional drift, which is 

,3
1 x−  pushing tx  towards 0. 

(ii) Recall the eigenvector 2u  of L associated to the eigenvalue 

322 =λ  is ( ).12 xxu −=  Consider a new process with the modified 

kernel 

( ) ( ) ( )
( ) ( ).,1;1
1:,1;,1; 1

2 yxpxx
yyyxpyxp

−
−

λ=→ −  
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Let us call again the new process .~
tx  Its corresponding backward 

generator is 

( ) ( ) ( ) ( ) ( )
( )

( ) ( ) .1
1

1~ 1

2

1
2

02

1
2

1 dyyvyy
x

dyyvyy
x

xvxvL
x

x
x /−

−

λ
+/−

λ
=/=/ ∫∫

−−
E  

One can check that ( ) ( ) ,11 =xL  so L  is again a true stochastic kernel 

(no mass loss nor creation). It corresponds to (42) conditioned on never 
hitting neither { }0  or { },1  even at ∞=t  (the so-called Q-process of tx ). 

In particular, the mean is ( )( )yyv =/  

( ) ( ) ( ) .6
1

4
3~

1 




 +==/ xxxvL xE  

So tx~  presents an additional stabilizing drift towards ,21  which is 

( ) ( ).2
1

4
1~

1 xxxx −=−E  

The limit law m of tx~  obeys ( )( ) ( ),ymymL =∗  where 

( )( ) ( ) ( )
( )

( ) .
1

1 2

1

20
1

2











+

−
−λ= ∫∫−∗

x
dxxm

x
dxxmyyymL

y

y
 

One gets ( ) ( )( ) ,1 21−− yyym   which is an integrable beta ( )2
1,2

1  

density (the Arcsine law), suggesting that tx~  is positive-recurrent. 

6.5. Doob transforms 

The example (i) is a particular Doob transform making use of the 
harmonic function ( ) xx =α  of L. Let 0≥α  solve (57) 

( ) ,cIL =α−−  

for some bounded c. If ( )00 <> cc  on ( ) α,1,0  is called super-harmonic 

(sub-harmonic). It is harmonic if .0=c  With L the backward generator of 
,tx  define the generator of some new process tx  as 
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( ) ( ) ( ) ( ) ( ).1 xvLxxvL /αα
=/  

Note that the time iterates are obtained as ( )( ) ( ) ( ) ( ).1 xvLxxvL tt /αα
=/  

We have ( ) ( ) ( ) ( ) ( ) ( ),:1111 xcxLxxL λ=α−=−α
α

=−  with ( ) .1<λ x  

Therefore, 

( ) ( ) ( )( ) ( ) ,~ vxxvLxvL /⋅λ+/=/  

where 

( )( ) ( ( ) ( )) ( ) ( ) ( )xvLxvxLIxvL /+/−=/ 1~  

( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )( ) ,1
1 1

0
dyxvyvyxx

xdyxvyvyxx
xxv

x

x
/−/α

α−
+/−/α

α
−+/= ∫∫  

is the backward generator of some new stochastic process ,~
tx  noting that 

( )( ) .11~ =xL  

Depending on whether ( ) ( )00 <λ>λ x  on ( ),1,0  which is obtained 

when α  is sub-harmonic (super-harmonic), the multiplicative term 
( ) vxv /⋅λ→/  accounts either for (binary) branching or for killing of tx~  

inside ( ),1,0  with probability ( ),xλ±  respectively. Therefore, tx  may be 

viewed as tx~  with additional branching or killing inside the state-space. 

Note that LL ~=  when 0=c  (in the harmonic case). 

Whenever c has no specific sign on ( ) tx,1,0  may be viewed as tx~  

with both binary branching and killing. Because ( ) ,1<λ x  one can 

uniquely write: ( ) ( ) ( ),02 xpxpx −=λ  where ( )xp2  interprets as the 

probability that the particle splits at ( )xpx 0,  that it is killed at ,x  

( ) ( ) .120 =+ xpxp  
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The kernel ( )yxK ,  associated to the process with backward 

generator L  is obtained from the substitution (K as in (49)) 

( ) ( ) ( ) ( ) ( )
( ) ( ).,1;:,1;,,1;, yxpx
yyxpyxKyxpyxK

α
α

==→=  

It allows to define the adjoint ∗L  of L  as: ( )( ) ( ) ( ) .,
1
0

dxxmyxKymL ∫=∗  

In this selection of paths construction of tx  through a change of 

measure, sample paths yx →  of tx  with large ( ) ( )xy αα  are favoured. 

6.6. Deviation from neutrality (drifts) 

Consider the discrete-time Markovian dynamics with xx =0  and 

driven by ( ) 1, ≥ttt VU  

( ) ( ( )) ( ) ( ) ( ).111 11111 tttttttttt xVxpUxVxpUxpx >−≤−+= +++++  (63) 

Here ( )xpx →  is an invertible non-decreasing mapping from [ ]1,0  to an 

interval [ ].1,0⊆I  Once the choice (governed by V) to move to the left or 

to the right is made (based on the current frequency tx ) the amplitude of 

the jump (governed by U) applies not to ,tx  but to a (small) deformation 

( )txp  translating that some external shift (such as mutation or selection) 

occurred in the mean time. From these drift effects, tx  is no longer a 

martingale 

( ) ( ) ( )( ) ( ) ( ) ( )( ).2
112

112
1

1 xpxxxpxxpxpxxx tt +=−−−+==+E  

As for the variance: ( ) ( ) ( ) ( )( )[ ].1 2
1

2
1

2 xxpxxUxxx ttt −+−σ==σ ++  

The backward generator associated to (63) is 

( ) ( ) ( ) ( )

( )
( ) ( )dyyvxp
xpyfxp

xxvL
xp

/







−
−

−
=/ ∫ 11

1
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( )
( ) ( )

( ) ( ) .1
0

dyyvxp
yxpfxp

x xp
/






 −−+ ∫  

The corresponding forward generator ,∗L  which is the adjoint of L, acts 

on the space of positive Radon measures and it is easily seen to be given 
by 

( ) ( )
( )

( )
( )
( ) ( )dzzp
zpyfzp

zyL
yp

µ







−
−

−
=µ ∫

−
∗

11

1

0
 

( ) ( )
( )
( ) ( ).11

1 dzzp
yzpfzp

z
yp

µ





 −−+ ∫ −

 (64) 

When 1≡f  (U uniform) as in the special case, 

( ) ( )
( )

( ) ( )
( ) ( ) ( ).1

1
1

0 1

1

dzzp
zdzzp

zyL
yp

yp
µ−+µ

−
=µ ∫∫ −

−
∗  

In this latter case, clearly, there exists a (speed) measure µ  with density 

m satisfying ( ) ( ) µ=µ∗ yL  with m obeying the functional equation 

( ) ( ) ( ) ( ) ( ( )).1
1

1
11

1 ypmy
yp

y
ypypym −

−−
−








 −
−

−
′=′  

Let us look at the classical examples. 

Small mutations. Take ( ) ( ) ( ) ,11 21 xxxp π−+−π=  where ( )21, ππ  

are very small (N-dependent) mutation probabilities from 2A  to 1A  

(respectively, 1A  to 2A ). Let .1: 21 π+π=π  Then 

( ) ( ) .1
1,1

111
π−

=′
π−
π−

= −− ypyyp  

Approximating ( ( ))ypm 1−  by ( )ym  to leading order leads to the speed 

measure density, defined up to a multiplicative constant: ( ) 1α−yym   
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( ) ,1 2α−− y  where 
( )

212
2

1 21~
1
1: π+π+

π−

π−
=α  and 

( )
+

π−

π−
=α 1~

1
1: 2

1
2  

.2 12 π+π  Both exponents of m are smaller than 1 and so m is not an 

integrable beta density (the jump process tx  with mutations is not 

ergodic). The siα  are increasing functions of the siπ  and so increasing 

mutation probabilities puts more probability mass of tx  to the endpoints, 

which looks counter-intuitive. However, one can perhaps understand this 
as follows: Whenever tx  has got close to say 1, mutations tend to push tx  

inside the interval and so to attenuate the amplitude tt xU 1+−  of the rare 

resetting jump from ,tx  whose large size, at the end, would have been 

chiefly responsible of positive recurrence. 

Small selection. Take ( ) ( ) ( ( )),111 211 xsxsxsxp −+++=  where 

( )21, ss  are small (N-dependent) fitness parameters of 1A  (respectively, 

2A ). Let 021 >−= sss  corresponding to a small fitness advantage of 

1A  over .2A  We have 

( ) ( ),1~ xsxxxp −+  

and 

( ) ( ) .41~,2~ 121 syypsyyyp −′− −−  

To the dominant order in s, this leads to the speed measure density, 
defined up to a multiplicative constant 

( ) ( ) ( ) .11
1 106 sys eyyyym −−
−

  

It is biased to the right (allele 1A  is eventually favoured) and not 

integrable. 
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